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PREFACE

Thisversion of the Earth Observing System (EOS) Mission Operations Concept document updates
thelast issue (dated June 1995). It addressesthe changesinthe EOS mission and providesthe latest
information asderived from severa EOS documents, notably the 1995 Reference Handbook, EOS
Execution Phase Project Plan and EOS AM-1 documentation. The operations concepts embody
ideasthat have evolved from early EOS Mission Operations Working Group meetings, and AM-1
operationsworkshops, and the ESDI S operationsworking group.

Thisdocument describes operations conceptsfor thetotal EOS mission, which consists of several
seriesof spacecraft over a20-year period. It amsto givethe reader acomplete picture of EOS
mission operations. Detailed operations conceptsfor individua spacecraft will beaddressed in
documentation to be generated by theflight projects. Thisdocument reflectsthe latest information
on EOS and EOS operations as of June 1996.

Any comments on thisdocument may be sent to AngelitaC. Kelly, EOSMOM, Mail Code 505 or
electronicaly to angie.kelly@ulabsgi.gsfc.nasa.gov.

Thisdocument isavailable electronically on the EOS mission operations homepage at:
http://esdis.gsfc.nasa. gov/ops/ops.html
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ABSTRACT

The Earth Observing System (EOS) program involvesthe operation of numerousinstrumentson
multiple spacecraft placed in polar and mid-inclination orbitsin support of severa disciplineswithin
the Earth science user community. The EOS missioniscomposed of several seriesof flights,
beginning with the EOS AM-1 flight from the AM seriesin 1998. The other EOS seriesinclude PM,
LALT (Laser Altimetry) and CHEM (Chemistry) flights. Each spacecraft, with the exception of
LALT, hasaprojected design lifetimeof 5 yearsand an operational goal of 6 years. Spacecraft inthe
AM, PM and CHEM serieswill bereplaced every 6 yearsto provideatotal serieslifetimeof 18 years
andamissionlifetimeof over 20 years. The LALT spacecraft havea3-year design lifetimeand a
projected operationa lifetimeof 5years.

Inresponseto the NASA Administrator’ scall for asmaller, faster, cheaper EOS mission, thereisa
current study involving the CHEM series, looking at several small spacecraft with oneor two
instruments, instead of the original baseline of medium spacecraft with three or four instruments.

Certain International Partners (1 Ps)--the European Space Agency (ESA), the Canadian Space
Agency (CSA), and the National Space Development Agency (NASDA) and Ministry of
International Trade Industry (MITI) of Japan--are planning Earth-observing missionsthat
complement the National Aeronauticsand Space Administration (NASA) program. They arealso
supplying instruments on selected EOSflights. The CSA isalso providing aninstrument on AM-1
and sponsoring two of the EOSinterdisciplinary investigators. In addition to collecting datafrom
these |P missions, EOS gathersdatafrom other designated NASA Earth science missions, Landsat
(beginning with Landsat 7), and future National Oceanic and Atmospheric Administration (NOAA)
satellites.

The United Statesisdevel oping aground segment to meet the challenges of operating the various
EOS spacecraft series. The EOS Dataand Information System (EOSDIS) isthe major ground
systemto support EOS. EOSDIS may berequired to support asmany asfour spacecraft (onefrom
each series), plusan additional spacecraft during crossover operations. EOSDISisbeing designed
with the necessary capabilitiesto providethe user community with flexible, efficient accessto the
large volumeof Earth sciencedatathat will be processed and stored inthe distributed archivesand
datacentersto be developed for EOS.

Thisdocument describes the mission operations conceptsto support operations of dl the EOS
spacecraft. It aso discussesthe conceptsfor supporting instrument operations from a science/user
perspective. It showshow the potentially complex operations associated with the operation of a
large number of spacecraft and instrumentswill be handled. The concepts described in thisdocument
will influencethe end-to-end design of the EOS spacecraft, instruments, and ground system and will
form the basisfor the devel opment of detailed procedures, requirements and scenarios.
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SECTION 1. INTRODUCTION

1.1 PURPOSE

Thisdocument describesthe high-level mission operations conceptsfor the Earth Observing System
(EOS). EOSisthe centerpiece of the National Aeronauticsand Space Administration's(NASA'S)
Missionto Planet Earth (M TPE) program, whichisNASA'scontribution to the U.S. Globa Change
Research Program (GCRP). EOS collectsdatafrom instruments on several spacecraft in support of
disciplineswithin the Earth science user community. The EOS missioniscomposed of severa series
of flightsbeginning with the EOS AM-1 flight fromthe AM seriesin 1998. The other EOS series
includePM, LALT (Laser Altimetry) and CHEM (Chemistry) flights. The spacecraft, except for
thoseused onthe LALT series, haveaprojected design lifetimeof 5 yearsand aprojected
operational lifetime of 6 years. Spacecraftinthe AM, PM and CHEM serieswill bereplaced every 6
yearsfor serieslifetimesof 18 yearsand amissionlifetimeof over 20 years. The LALT spacecraft
haveadesignlifetimeof 3 years, aprojected operational lifetimeof 5years. The NASA MTPE
missions are complemented by Earth-observing missions sponsored by the International Partners
(IPs): the European Space Agency (ESA), the Canadian Space Agency (CSA), and the National
Space Development Agency (NASDA) and Ministry of International Trade and Industry (MITI) of
Japan. ThelPswill supply instrumentson EOSflights, and the CSA isalso sponsoring two EOS
interdisciplinary investigators.

ThelPslisted above, through their activitiesinthe I nternational Geosphere-Biosphere Program and
the World Climate Research Program (GCRP), coordinate withthe U.S. GCRPto ensure proper
development and use of an International Earth Observing System (IEOS). IEOS will enable
scientiststo obtain information on al major Earth system processes at many levelsof detail. In
additionto collecting datafrom the | P missions, EOS gathers datafrom designated NASA Earth
science missionssuch asthe Tropical Rainfall Measuring Mission (TRM M), Landsat (beginning with
Landsat 7), Advanced Earth Observing Mission (ADEQOS) |1 and future missions by National
Oceanic and Atmospheric Administration (NOAA) satellites.

Thisdocument introduces scienceinvestigators, ground system personnel, and managersto current
ideasabout EOS mission operations. It will be maintained throughout the EOS devel opment phase
to steer and influencethe operations requirements of the end-to-end system.

1.2 SCOPE

EOSisconceived and planned as an evolutionary system with aspace-based observation capability,
aswell asasupporting ground system to be built up over time. Concepts are being devel oped so that
additionsto the EOS spacecraft complement will not significantly affect overall flight and ground-
system operations. These conceptsinclude: (1) instrument planning, scheduling, and operations,
commanding of the spacecraft; and the subsequent eval uation of instrument housekeeping and engi-
neering data; (2) science data processing, product generation, product quality assurance, data
archiva and distribution, and methods of enabling investigatorsto obtain accessto thedata; and (3)
flight operations conceptsfor the NASA EOS spacecraft. Theterm “flight operations’ coversthe
overall coordination of instrument operations, spacecraft operations, operation of the space-to-
ground communicationslinks, interfaces between elements of the ground segment, and interfaces
withthe|Ps. Thisdocument addressesitems (1) and (3). “Missonoperations’, asdescribed inthis
document, does not includethe processing beyond Leve 0, archiving, distribution, and accessing of

EOS MISSION OPERATIONS CONCEPT Page 1
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sciencedata. Section 2 includesahigh-level description of the EOS science operations elementsin
order to givethereader acompleteview of thetotal system.

1.3 CONCEPT DEVELOPMENT PROCESS

The EOS Mission Operations Concept document, devel oped by the EOS Mission Operations
Manager (MOM), provides highlevel conceptsthat integrate the operations of the space segment
with those of the ground segment. The EOS Dataand Information System (EOSDIS) Science
Operations Concept, devel oped by the EOS Science Operations Manager (SOM), describes
conceptsfor system-wide science operations, including the devel opment of an overall processing
policy regarding data requests, data acquisition, data processing, and dataarchiving. Theintegration
of EOS operational el ementswith existing and future NASA support elementsisessential beforethe
capabilities of each segment can befully used or maximum sciencereturns provided. The EOS
Mission Operations Concept and the EOSDI S Science Operations Concept define the concepts
behind ground system operations. They a so provide guidancefor the devel opment of more detailed
operations concepts.

The EOS Ground System (EGS) System and Operations Concept, devel oped by the ESDIS Systems
Management Office, integratesthe Mission Operations Concept and the Science Operations
Concept by providing an end-to-end view of EOSDI S operations asthey support theflight mission
and the sciencemission. It isintended asan additional resourceto assist EOSinvestigatorsand other
usersinunderstanding EOSDI S capabilitiesand user interfaceson alower level of detail. Theflight
project Operations Manager bearsresponsibility for The Spacecraft Operations Concept. The
EOSDIS Core System (ECS) Operations Concept, devel oped by the ECS contractor, describesthe
conceptsof the ECS and the interaction of segmentswithinthe ECS.

Under the current EOS organi zation, EOS mission operationsissues are addressed through the
ESDI S OperationsWorking Group (EOWG)) and spacecraft-specific operations meetings. The
EOWG, whichischaired by the MOM, to provide an operations overview for the proper
development of the EOS Data and Operations System (EDOS), EOS Communications (EBnet), and
the Flight Operations Segment (FOS) of the EOSDIS. The EOWG isalso directed to ensurethat
operations concepts support science policies. The MOM coordinatesthe operations of dl EOS
spacecraft and workswith the flight project OMsto ensure that operational conceptsand planning
are consistent throughout the project. Theflight project OMsare active members of the EOWG. The
EOWG membership consists of line organization representativesin addition to the FOD, the FOS
development manager, and the EDOS and EBnet managers. The OMs, assisted by the FOD, will
chair the spacecraft-specific Operations Working Groups (OWGs), devel oping concepts and
discussing spacecraft operationswith the relevant instrument teams. Theflight project OM is
responsiblefor devel oping flight operations concepts and requirementsfor each flight in his/her
series. Section 4 describestherolesof the MOM and the OMsin greater detail. The Inter-Project
Agreements (1PAS) between EOSflight projectsand ESDI S a so definesthe MOM and OM
relationship for each series of spacecraft.

1.4 DOCUMENT ORGANIZATION

Thisdocument isorganized into fivemajor sections, asshowninFigure1.4-1. Figure1.4-1 also
showsthe breakdown of Section 3, which describesthe major concepts of theintegrated system for
mission operations. A glossary of terms (Appendix B) providesthe reader with additional
information on selected EOS operational terms used throughout the document.

EOS MISSION OPERATIONS CONCEPT Page 2
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1.5 MISSIONPHILOSOPHY AND GUIDELINES

EOSisasciencemission. The basic mission operations philosophy issummarized by the statement
"EOSHiesfor Science." The primary goal of EOSisto provide usable, standard, and reliabledata
continually to support U.S. and international Earth science research. Mission operations must
manage the spacecraft and the ground system so asto provide good datato the science/user
community while remaining within the constraints on available resources. First, EOS must
successfully launch, configure, calibrate, operate, and ensure the saf ety of the spacecraft on each
flight. Second, the end-to-end design must incorporate adequate reliability within the space and
ground segmentsto ensuretherecovery of usable science data. These goals challengethe end-to-end
system designersin the present budget-constrained and cost-driven environment.

Early and timely consideration of mission operations concepts are required in the devel opment of an
operationally sound and cost-effective system including spacecraft, instrument, and ground system
operations during various phases. These phasesinclude prelaunch operations, training and smula-
tions, early orbit check-out and verification, normal spacecraft operations, analysisand distribution
of the datareceived, and eventually the crossover operations replacing spacecraft at the end of their
lives.

EOS
MISSION OPERATIONS CONCEPT
DOCUMENT

: 2] 3] K 5]
MISSION INTEGRATED OPERATIONS OPERATIONS
SYSTEM AND ORGANIZATIO
INTRODUCTION OVERVIEW MISSION AND SUPPORT
OPERATIONS MANAGEMENT
CONCEPTS

3.1 Mission Operations Characteristics

3.2 Integrated System Concepts

3.3 Multiple Spacecraft Operations

Concepts for Prelaunch Readiness

3.5 Concepts for Launch, Check-out and Verification
3.6 Concepts for Normal Operations

3.7 Concepts for Contingency Operations

3.8 Concepts for Spacecraft Cross-over Operations

w
N

B001-021-01A

Figurel.4-1 Document Organization

16 APPLICABLEDOCUMENTS

Thefollowing documentswere referenced during the devel opment of thisdocument. Thereader is
encouraged to use present and future versions of these documentsfor further research. Most of the
documentsare availableat the EOSlibrary at GSFC, Building 32, tel ephone number 301-286-4406.
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Earth Observing System (EOS) Reference Handbook, NASA/GSFC, 1993.

Flight Operations Segment ((FOS) Design Specification and FOS Database Design and Database
Schema Specifications, NASA/GSFC, November, 1994.

Space Network (SN) Users Guide, STDN 101.2, Rev. 6, September 1988.
EOSDI S Science Operations Concept, December 1991 (Draft).

Project Plan for the Earth Observing System, May, 1995.

ECS System Design Specification, June, 1994.

EOSAM-1CDR, January 1994.

FOS Operations Study Report, May 1994.
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SECTION 2. MISSION OVERVIEW

21 MISSIONTOPLANET EARTH

MTPEisNASA'scontributionto theU.S. GCRP. TheU.S. GCRP will establish abasisfor national
and international policy making regarding possible changesinthe Earth’ sclimate. MTPE isan evolu-
tionary program that fallsinto two mission phases. Phase| consists of deployment and data
collection from the multiple satellitesthat are currently inorbit or to belaunched beforethefirst
NASA EOS spacecraft in 1998. These satellites, operated by NASA, other Federal agencies, and the
| Ps, make observations of global changesin advance of the EOS spacecraft. In addition, numerous
air and ground observations of the Earth will be made during Phasel.

During Phasel1, the globa observations of Phasel will continue but will be augmented by more
coordinated and comprehensive observations from spacecraft of the various EOS seriesover a20-
year period. Figure 2.1-1 shows arough estimate of the vast amount of datathat will be obtained by
EOS spacecraft, various Phase | sources, and | P. The datawill be processed and/or archived and
distributed by the EOSDIS. EOSDISwill also receive and process datafrom coordinated ground
campaigns, airborne observations, and ground truth/ground calibration campaigns.

22 EOSMISSION GOALSAND OBJECTIVES

Thegoal of EOSisto advancethe scientific understanding of the Earth systern components, the
interactions among them, and the waysinwhich the Earth system ischanging. Mission objectivesin
support of thisgoal are:

To create anintegrated scientific system observing the causes, processes, and effects of

climate change and to enable multidisciplinary study of the Earth'scritical, life-enabling,
interrelated processes. Such processesincludethose of the atmosphere, the oceans, the

land surface, the polar regions, the solid Earth; and the dynamic and energetic

interactions between them.

To devel op acomprehensive dataand information system (including dataretrieval and process-
ing) to servethe needs of scientists performing anintegrated, multidisciplinary study of planet
Earth.

To acquire and assembleaglobal databasefor remote sensing measurementsfrom spaceover a
decade or moreto enabledefinitive and conclusive studies of Earth system attributes.

2.3 PRINCIPAL EOSMISSION REQUIREMENTS
Establish a spaceborne observation capability lasting over 20 years.

Maintain the continuity of essential globa change measurementsfrom ongoing and planned mis-
sionssuchas TRMM, the Upper Atmosphere Research Satellite (UARS), and the Ocean Topog-
raphy Experiment (TOPEX)/Poseidon.

Obtain at least one decade of overlapping, calibrated datafrom the full EOS Space M easurement
Systemon NASA, ESA, and NASDA spacecraft.

Characterize the highly variable aspects of the Earth’ sglobal system every 1to 3 days.
Makeadl EOS datareadily and promptly available.

EOS MISSION OPERATIONS CONCEPT Page 5
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Support the communi cation and exchange of the research findingsbased on EOS dataor

produced by EOS investigations.
Support theoveral U.S. GCRP.

\ (Mlssnns & I rstere nts)
Internationals

m |[NSCAT]| TOMmS | TP Purthase
e Uu\u\%"/c/‘ﬁ =

Raw Data
Landsat
20 GBrDay
naw Data

2I]I] GBfDay
Raw Data

oSDIS

1

USER COMMUNITY
APPROXIMATELY 10,000 USERS

Figure2.1-1 EOSData

24 EOSMISSION MANAGEMENT PRIORITIES

Table2.4-1liststhe prioritiesthat have been established for the acquisition of EOS datato ensure
that EOS resources (spacecraft and instruments) are properly used and managed.

Table 2.4-1 EOSMission Management Priorities
A OVERALL PRIORITIES
1. Platform Health and Safety.

N

. Instrument Health and Safety.
. Data to assist in a declared national or international environmental emergency.

w

CALIBRATION/VALIDATION

. Special observations to enable cross-calibration of instruments.
. Calibration of individual instruments.
. Support of specific validation measurements.

W NP

LARGE DATA ACQUISITIONS

[N

. Acquisitions to continue long-term study of significant earth phenomena.
2. Acquisition of time-critical data on specific earth phenomena.
3. Support of large scale multi-investigator field experiments.

<4-TVO-7XT

SMALLER DATA SETS

1. Specific requests by cooperating International Earth Observing System (IEOS)
agencies, the total of which shall not exceed 10% of the available duty cycle of
each instrument.

. Support of modest or single investigator field experiements.

3. Acquisitions which have been scheduled two or more times and not successfully

fulfilled.

N

ALL OTHER DATA SETS
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25 EOSMISSION CONCEPT

AsshowninFigure2.5-1, EOS consists of three mgjor segments: (1) the EOS Space Measurement
System (space segment); (2) the EOS Ground Segment, consisting primarily of the EOSDI'S; and (3)
the EOS Science User Community. The EOS Space M easurement System provides new capabilities
for remote observations of the Earth, EOSDIS makesthe dataaccessibleto the scientific user
community, and the user community usesthe data derived from EOSto support scientificinquiries
and to advise on climate policies. Figure 2.5-2 shows ahigh-level view of the EOS mission concept.

» Severd series of spacecraft
* Instruments for study of
globd climate change

Instrument Design

Data & Commands & Development

» Long term sdence plan
* Instrument operations plan

» EOSDI  Sdence processing dgorithms
—Earth sdence dataandinformation Sdence data products « Earth system science teams
system _ o o Instrument teams
—Distributed deta processing, archiving e Usars

and dstribution
—Spacecraft command and control
e Institutiond facilities
* Paticipating Programs
—NOAA
—Internationd data centers

Figure2.5-1 EOSMajor Segments

251 EOSScience/lUser Community

EOS operations begin and end with the science/user community. Earth scienceresearchers
determinethe observationsto be made; Instrument Engineering Teams (IETs) build the instruments
to collect the data; scienceteams plan and schedulethe use of theinstruments; other scientists
providethe EOSDI Swith the algorithms generating data products; EOSDI 'S providesmission
operations and data processing; and the scientists perform quality assurance on the generated data
products. Findly, usersanalyzethe datafrom the EOS instruments, publish theresults, and make
recommendationsto the global change research community.

Thescientificinstrumentsfor the NASA spacecraft aredivided into two classes; “ Facility” and
“Specific Facility” instruments measure variablesuseful inawiderange of scientific disciplines,
whereasinstruments supplied by the Principal Investigators (PIs) observe specific phenomena. The
EOSinvestigatorsincludethe Plsand Co-Investigators (Co-1s) associated with Pl instruments, the
Team Leaders(TLs) and Team Members (TMs) associated with facility instruments, and the I nter-
disciplinary Investigators (11s) associated with two or moreinstruments. I n addition, thousands of
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potential users, such asthose from universitiesand privateindustry, may access and analyze data
fromthe EOS.

The EOS Investigator Working Group (IWG) includesPl's, TLsassociated with facility instruments,
selected I1s, and the U.S. lead Co-lsassociated with non-U.S. instruments. The EOS Program
Scientist and Project Scientist co-chair the WG, which consists of fourteen science panels. The
chairpersons of each panel, the Program Scientist, and the Project Scientist make up the Science
Executive Committee of the IWG. The WG responsibilitiesare showninFigure 2.5-3. In addition,
the Earth Observing I nternational Coordination Working Group (EO-ICWG) establishesaforum
withinwhich the United States and the I Psdiscuss, plan, and negotiate theinternational cooperation
essential for theimplementation of the International EOS (IEOS). Thedelegationsto EO-ICWG are
led by the Earth observations offices of the respective space agencies: NASA; the ESA; the Science
and Technology Agency (STA), NASDA, MITI; and the CSA. Delegatesto the EO-ICWG also
includethose from operational environmental monitoring agencieslikethe National Oceanic and
Atmospheric Administration (NOAA), the European Organi zation for the Exploitation of
Meteorological Satellites(EUMETSAT), the Japan Meteorological Agency (JMA), and the Atmos-
pheric Environment Service (AES). The EO-ICWG meetstwo or threetimes per year to address
technical issuesand issuesof policy, including payloads, operations, datamanagement, and
interfaces between the instruments. When necessary, the EO-1ICWG will provide recommendations
on international issuesto promote optimum Earth observations.

NASA EOS Spacecraft
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Figure2.5-3 Summary of IWG Responsibilities

EOSischaracterized by alarge, geographically dispersed science/user community inabroad range
of scientific disciplinesand with abroad range of operations experience and computer systemsskills.
The community hasthree categoriesof users. Thefirst category, EOSinvestigators, includesthe
investigatorsand research staff funded after evaluation of the responsesto the NASA EOS
Announcement of Opportunity. Thisgroup includesinstrument Plsand Co-1s, facility instrument
TLsand TMs, and I1s. The second category consists of the large group of scientific usersunaffiliated
withthe EOS, such as scientific researcherslocated at various government agencies, education
centers, and commercial organizationsin both the United States and abroad. Thethird category con-
sistsof userswho operate and maintain the many elementsthat make up the EOSDI S.

2.5.2 SpaceMeasurement System

The space segment of the EOS Space M easurement System consists of anew seriesof
predominantly polar-orbiting spacecraft. Table 2.5-1 summarizesthe U.S., ESA, and NASDA
missionsas currently planned. The major scientific objectivesof each U.S. EOS seriesare described
inTable2.5-2.

2521 EOSInstruments

Many instruments have been selected and will be selected for the U.S. EOS seriesof spacecraft.
Table2.5-3 showstheseinstruments, theingtitutions proposing them, and their current or proposed
average and peak datarates.

25.22  Configuration of Flights

Thefour seriesof U.S. EOS spacecraft will each carry theinstrumentsappropriate for their measure-
ment objectives. Figure 2.5-4 showsthe complement of instruments planned for each of thefour
seriesand individua spacecraft launch dates.

During the 20-year plusoperational lifetime of EOS, asmany asfour spacecraft (onefrom each
series) will smultaneoudly perform normal operations. In addition, there may betwo spacecraft from
the same seriesinorbit during spacecraft crossover and replacement periods of up to 6 months.
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Table2.5-1 Summary of thePlanned U.S. EOS Spacecr aft
U.S. Earth Observing System (EOS)
Nominal Design Lifetime (Years
Spacecraft No. of Launches
Series Spacecraft (Tentative) Per Spacecraft Series
AM 3 June 1998, 2004, & 2010 5 15
PM 3 December 2000, 2006, & 2012 5 15
LALT TBD June 2003, 2009, & 2015 5 (goal) 15
CHEM TBD December 2002, 2008, & 2014 5 15
Polar-Orbit Earth Observation Japanese Earth Observing
Mission (POEM)* System (JEOS)
Nominal Nominal
Spacecraft Launch Lifetime Spacecraft Launch Lifetime
P (Years) P (Years)
ENVISAT ADEOS February 1996 TBD
SERIES June 1998 5
ADEOS IIA 1999 TBD
METOP
SERIES 2000 T8D ADEOS IIB | TBD TBD
* European Space Agency TRMM-2 2000 TBD

Table2.5-2

ScienceObjectivesFor EOS Series

4/15/98

EOS SERIES MAJOR SCIENCE OBJECTIVES

AM Characterization of the terrestrial and oceanic surfaces
Clouds, aerosols, and radiation
Radiative balance
Sources and sinks of greenhouse gases

PM Cloud formation, precipitation, and radiative balance
Terrestrial snow and sea ice
Sea-surface temperature and ocean productivity

LALT Ice sheet mass balance

CHEM Atmospheric chemical species and their transformations

Ocean surface stress

EOS MISSION OPERATIONS CONCEPT
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Table2.5-3 EOSInstruments
DATA RATE*
INSTRUMENT (kbps)
ACRONYM INSTRUMENT NAME (INSTITUTION) AVERAGE PEAK
AIRS Atmospheric Infrared Sounder (JPL) 1440.0 1440.0
AMSU Advanced Microwave Sounding Unit (JPL) 3.2 3.2
ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer (MITI/Japan) 8300.0 89200.0
CERES Clouds and Earth's Radiant Energy System (LaRC) 10.0 10.0
ODUS Ozone Dynamics Ultraviolet Spectrometer (Japan) 10.0 13.5
EOSP Earth Observing Scanning Polarimeter (GISS/GSFC) 44.0 88.0
GLAS Geoscience Laser Altimeter System 206.0 206.0
HIRDLS High-Resolution Dynamics Limb Sounder (NCAR/Oxford Univ. England) 50.0 50.0
LATI Landsat Advanced Technology Instrument 26500.0 26500.0
MHS Microwave Humidity Sounder (NOAA) 4.2 4.2
MISR Multi-Angle Imaging Spectro-Radiometer (JPL) 3800.0 6500.0
MLS Microwave Limb Sounder (OH) 100.0 100.0
MODIS Moderate-Resolution Imaging Spectrometer (GSFC) 6200.0 11000.0
MOPITT Measurements of Pollution in the Troposphere ( Univ. of Toronto/Canada) 25.0 40.0
TES Tropospheric Emission Spectrometer 3240.0 19000.0
*Rates beyond AM-1 are subject to change.

25.23  Launch and Spacecraft Orbit

EOS spacecraft will vary in sizeand complexity and hencewill be placed in orbit using variouslaunch
vehicles. The AM-1 spacecraft will belaunched on an | ntermediate Expendable Launch Vehicle
(IELV) from the Vandenberg Air Force Base (VAFB) in California. Subsequent AM, PM, LALT,
and CHEM spacecraft will belaunched on Medium ELVS(MELVs). TheAM, PM, and CHEM
spacecraft will beinserted into anear-circular, sun-synchronous, 705 km orbit at the equator with an
inclination of approximately 98.2 degrees. LALT spacecraft will also beinserted into anear-polar
orbit, with an altitude to be determined. The descending node-crossing timefor the AM-1 spacecraft
isapproximately 10:30 a.m. The node-crossing timesfor the subsequent AM spacecraft, aswell as
the LALT spacecraft, areto be determined. The ascending node-crossing timesfor the PM and
CHEM seriesare gpproximately 1:30 p.m. and 1:45 p.m. respectively. Sincethe AM series primarily
observes surfacefeatures, the morning crossing timewas chosen because cloud cover during that
periodisminima. Anafternoon crossing timewas chosen for the PM seriesbecauseit isbest for
meteorol ogical forecasting. Furthermore, sincetheinstrumentsof both the AM and PM spacecraft
focuson characteristicsof theterrestrial surface and atmosphere, measurementsat different times of
theday makeit possibleto study diurnal variationsinthesefeatures. The ground tracks of the AM,
PM, and CHEM spacecraft orbitsrepeat every 16 days, or every 233 orbit revolutions.

2524  Spacecraft Design Philosophy

Therescoping of the EOS Programin 1993, dueto budgetary limitations, resulted inthe decisionto
provide acommon spacecraft busfor the PM and CHEM spacecraft following AM-1. Devel opment
of acommon spacecraft busincreasesthe payload flexibility and smplifiestheinstrument design by
use of aknown interface. To minimizetheimpact to current launch schedulesand costs, the AM-1
designwill be maintained and therefore will be unlikethat of subsequent EOS spacecraft.
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A Cooperative Agreement Notice [ CAN] to solicit proposal sfrom the aerospace community has
beenissued, with the EOS Chemistry suite of instrumentsbeing used asa’ straw man’. NASA is
seeking to capitalize on existing industry and government investmentsthat may reducefuture
mission costs. Somelow cost satellites have a ready been devel oped which may meet the needs of
EOS missionssuch asEOS Chemistry. NASA’ s Goddard Space Flight Center [ GSFC] will represent
NASA injoint [and equal investment] cost studieswith severa recipientswith an overall goal of
holding spacecraft coststo thelowest possible cost.

Spacecraft design will use lessons|earned from previous spacecraft as applicable. An operational
philosophy inthe design of EOS spacecraft will beto requireaminimum of ground control and inter-
action for optimal spacecraft subsystem operations. Communicationswith EOS spacecraft will be
limited by the number of EOS ground stationsavailable. In addition, other spacecraft’'s demands
for theresources of the Space Network/Tracking and DataRelay Satellite System (SN/TDRSS)
(see Section 2.5.2.5) during the EOS s operational lifetimemay limit the amount of real-time space-
to-ground interaction TDRSS can provide. In these circumstancesthe spacecraft cannot afford to
rely on directionsfrom the ground systemin reacting to any anomalies. Therefore, each EOS
spacecraft will be designed to operate with as much autonomy as possible during normal operations.

The spacecraft may make use of onboard monitoring functionssimilar to those used on current
spacecraft (e.g., UARS). Selected telemetry points (settable from the ground) from individua
subsystem components are monitored by the spacecraft onboard computer. These pointsare
compared to pre-established thresholds or limits, which can also be set or overridden if necessary via
ground commands. Should an anomal ous spacecraft condition occur, the spacecraft will identify the
likely cause and switch to aredundant path or function within the subsystem. If the anomaly
continues, the spacecraft will revert to adegraded mode of operations. Spacecraft subsystem
housekeeping dataare downlinked to alow ground-based eval uation of the spacecraft performance
and investigation of the anomalous condition. Under certain conditions, when an anomaly
jeopardizesthe spacecraft’ slife, the spacecraft will automatically placeitself ina"safemode” in
which only the critical components operate to maintain the spacecraft’ sviability and safety.

Another spacecraft design concept that will be particularly useful in some EOS spacecraft (i.e., AM,
PM, and CHEM flights) ismodularity in the spacecraft subsystems. Equipment modules (EMs) will
be used so that much of the spacecraft buildup can occur inparalel. Each EM isbuilt andits
functionstested separately, and then integrated with the spacecraft structure. EMswill, when
possible, contai n equi pment from one subsystem to facilitate Integration and Testing (1& T) and will
minimizethe harness and connectionsrequired among EMs.

More detail ed concepts regarding spacecraft design can befound inthe documentation for each EOS
Spacecraft.
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Figure2.5-4 EOSInstrument Configuration

2525  Space-to-Ground Communications

Recent Level 1 Requirementschangesto the EOS Project Plan have shifted primary communications
for EOS spacecraft from Ku-band through the SN/TDRSSto X -band using dedicated EOS ground
stations. The use of X-band provides severa advantagesover thetraditional TDRSS K-band
downlinks. From the design point of view, the elimination of adeployable High Gain Antenna(HGA)
reduces spacecraft complexity. Removal of the HGA al so increasesthe massand volume margins of
the spacecraft. From the ground system point of view, switching to the use of dedicated ground sites
for EOS datareceipt éiminates contention for TDRSS K -band resourceswith other K-band users.
Theground siteswill a so provide S-band command and control links, although all EOS spacecraft
will retain their capabilitiesfor interfacing with the TDRSSfor command and control. Concepts
surrounding the use of X-band ground sites continueto evolvethrough trade studiesand working
group meetings. In addition, EOS spacecraft will use the Ground Network (GN)/Wallops Orbital
Tracking Station (WOTS) for emergency operations. Figure 2.5-2 showsthe planned linksunder
normal conditionsand during contingencies.

Becausethe AM-1 spacecraft designismature (critical design review complete), AM-1 will usethe
SN/TDRSSfor its primary space-to-ground communications. It will, however, have an X-band
downlink capability that will be used inthe event of afailureinthe primary communications system.
Two X-band stations, located in Alaskaand Norway, will provide back-up science support to AM-1.

Forward Link:
EOS spacecraft after AM-1 will havethe capability to use either EOS ground stationsor TDRSSfor
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communicating commandsto the spacecraft. EOS spacecraft will use both the S-band Multiple
Access(SMA) and S-band Single Access (SSA) serviceson TDRSS. The AM-1 spacecraft will
normally use aspacecraft High Gain Antenna(HGA) to receive commands and command | oads
througha TDRS Single Access (SA) antennaviaS-band. The spacecraft can usethe TDRS Multiple
Access(MA) antennaduring periodswhen the SA isunavailable. S-band omnidirectional antennas
are used for initia spacecraft acquisition after launch beforethe HGA isdeployed, for contingency
commandsthrough the TDRSS, or for emergency commandsthrough the ground network
(GN/WOTS).

Return Link:

Sciencedatawill normally berecorded on high-rate solid state recorders and played back viathe X-
band to the ground (AM-1 will use K-band through the spacecraft HGA and TDRSS asits primary
link). Science datamay also betransmitted in real-time as needed. Domestic Satellite(DOM SAT)
linkswill be used to transfer thelarge volumes of datafrom an EOS ground station to the EDOS
facility. Housekeeping datawill betransmitted inreal-timeto EOS ground stationsviaS-band or
through the TDRS S-band omnidirectiona antennas. Housekeeping data may also be transmitted
through omnidirectional antennasusing emergency linksto the GN/WOTS.

Alternative Science Data Links:

In addition to the direct playback of science datato specified sites, selected EOS spacecraft will have
the capability to downlink instrument datadirectly to usersviaX-band. A Direct Broadcast (DB)
servicewill deliver selected data sets (MODISdatafor AM-1) inreal-timeto the userswho are
within view and have 3-meter antennadishes. EOS spacecraft may be programmed to inhibit DB (X-
band) downlink over designated ground antennalocationsif interferenceisdeemed aproblem. The
AM-1 spacecraft can, inaddition, useaDirect Downlink (DDL) capability to transmit Advanced
Spaceborne Thermal Emission and Reflection Radiometer (ASTER) datain real-time as scheduled
by the ASTER Instrument Control Center (ICC) in Japan.

2.5.3 Ground Segment

Satisfying the EOS program objectivesrequiresadata and information system that facilitatesand
encourages multidisciplinary and interdisciplinary investigations. The EOS ground segment consists
of EOSDISand NASA ingtitutional facilitiesaswell aselementsfrom other U.S. government agen-
cies, the | Ps, and user-support facilities. Figure 2.5-5 focuses on the ground segment components of
ECS.

2531 EOSDataandlnformation System

The EOSDISwill serveasNASA's Earth science data system. It will manage information and
process, archive, and distribute NASA Earth sciencedata. The EOSDISwill provide command and
control, data processing, product generation, and data archiving and distribution servicesfor the
U.S. EOS spacecraft. It will also archive and distribute datafor other Earth sciencemissionsas
directed by NASA Headquarters.

Its commitment to provide along-term database of usable scientific information to the various user
communitiesdistinguishes EOSDI S from current remote-sensing data systems. EOS data products
will be used by afull spectrum of scientistsand the public throughout thelife of the program (20
yearsor more) inthe decadesto follow. Standard, reliable data products, essential indistinguishing
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natural and anthropogeni c phenomena, give the scientific community the ability to deriveand
validate modelsof processeson local, regional, and global scales.

EOSDI Shasadistributed, open-system architecture, so that EOSDI S elements can bedistributed to
various|ocationsto take advantage of different institutional capabilitiesand areas of science
expertise. Although EOSDISiswidely distributed physicaly, it will appear asinglelogical entity to

the users.

EOSDI S supportsthree mgjor functions:. flight operations, science data processing and distribution,

and communications and system management.
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Flight Operations:

Spacecraft and instrument operationswill be performed at the GSFC EOS Operations Center
(EOC), Instrument Control Centers (1CCs) asrequired, and using Instrument Support Toolkits
(ISTs) and additional capabilitieslocated at PI/TL homeinstitutions. EOS ground stations, EDOS,
EOS Communications (EBnet), and NASA institutional systemsprovidetheflight operations
support linking the EOC and the spacecraft.

TheFlight Operations Team (FOT) at the EOC will perform al EOS spacecraft subsystem
operations and operations coordination for itsinstrument complements. The EOC will providethe
capability for monitoring of spacecraft health and safety, mission planning and scheduling,
spacecraft commanding, instrument command support, and overall mission operations. The EOC
will operate most instruments (see Section 3.3.2) in coordination with instrument personnel
[PIS/TLsand Instrument Engineering Teams (IETS)] using ISTs. Theallocation of al aspects of
instrument operations (e.g., planning and scheduling, command generation, and instrument
monitoring) will be negotiated with the instrument teams and established preflight. These functional
allocations may change during theflight as particular aspects of instrument operations become better
defined (i.e., functionsthat are found to be more complex than anticipated). The FOT will support
the sustai ning engineering services and maintenance for the spacecraft, using spacecraft analysis
softwaretool s and aspacecraft smulator to investigate anomalies and test possible procedural
workarounds. All communicationsto the spacecraft and instruments go through the EOC, which
coordinates spacecraft command and telemetry with EDOS, EBnet, EOS ground stationsand
external systemssuch asthe Network Control Center (NCC) and the Flight DynamicsDivision
(FDD).

The EOS ground segment will establish ICCsonly as-needed. For the AM-1flight, therewill be only
onelCC (for ASTER), whichwill belocated in Japan. The ASTER ICCisnot an EOSDIS
developed ICC; it is part of the Japanese ASTER ground data system and used to perform their
instrument operations. | CCswill normally be used by instrumentswith complex operations.

Thedesign and functionsof the ICCs and | STsare based on the concept of distributed operations.
Instrument personnel plan and schedul einstrument activities, generate instrument commands,
monitor instrument performance, anayze health and safety, perform instrument troubl eshooting, and
maintain onboard instrument software.

ThePlsandthe TLsare ultimately responsiblefor the operation of their instruments. They
participateinthe operation of their instrumentsremotely, throughanIST, or fromanCC. A
softwaretoolkit implemented on an investigator workstation will providethe I ST basic functionality.
Thel ST givestheinvestigator accessto dataand displaysfrom the EOC and allows an investigator
to generate and send instrument activity schedulesto the EOC asappropriate. Thel STssupport
instrument planning and scheduling, health and safety monitoring, performance monitoring,
sustaining engineering, and anomaly investigation. | STswill usualy belocated at the Science
Computing Facilities (SCFs) of each PI/TL. The Instrument teams support flight operations,
through use of the | STs, by analyzing long-term trends, updating flight software, caibrating
instruments, and eval uating and resolving problemswith theinstruments.

The current baselineisfor EOS ground sitesto provide the primary communicationslink between
EOS spacecraft (except the AM-1) and the EOSDI S (see Section 2.5.2.5). Thelocationsof the sites
areyet to bedetermined. EDOSwill providereal-timeforward-and-return-link data-handling
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services between the EOS ground stations| or, for TDRSS, the White Sands Complex (WSC)] and
the EOC to support command and control and health and safety monitoring.

EBnet will provideforward and return-link transport servicesfor al mission-critical EOS
operational data. Functionally, EBnet will provide communications services among the mission-
critical elementsof the EOS ground system [including the EOS ground stations, White Sands
Complex (WSC), EDOS, EOC, and thel CCs]. NASA Communications (Nascom) will transfer
information between the NCC and the EOC and link the Nascom M essage Switching Unit (M SU)
withthe GN, and WOTS, using both EBnet and existing Nascom linesfor contingency operations.
Nascom will aso provide the dedicated voice circuitsneeded for flight operations.

Science Data Processing and Distribution:

The science data processing and distribution functionswill be performed by EDOS and the
Distributed Active Archive Centers (DAACs), and supported by the SCFsand the User Support
Officeslocated at each DAAC. Table2.5-4 showsthe DAACsand each one' sscientific specialty.
Operations conceptsinvolving thesefacilitieswill befound in EOS Science Operations Concept. A
high-level description of the functionsisprovided below to providethe reader with an end-to-end
view of EOSDIS. EDOSwill performinitia dataprocessing (Level 0), and send different subsets of
the EOS datastreamto each DAAC. Level 0 processing consists of packet time- order sequencing,
datatransmission artifact removal, dataoverlap remova and dataquaity checking. EDOS also
providesarate-buffered serviceto selected customers such asthe NOAA facility in Suitland,
Maryland. Therate-buffered servicewill makeraw dataavailableto NOAA for ddivery within 5
minutesof recelpt of theentire data set for aTDRS contact period. TheLevel 0 dataare sorted by
instrument and sent as production data setsto the DAACsresponsiblefor the higher level processing
of datafrom selected instruments. Delivery of datato the | Pfacilitiesisdiscussed in Sections 2.5 and
3.2.1. Dataprocessing functionsat EOSDIS Levels 1 through 4 (science data processing, product
generation, product distribution, and archival) will be performed by the appropriate DAACs.

EOSDISwill provide aset of dataingestion, processing, and distribution servicesto each DAAC.
The DAACswill usethese servicesto process datafrom the EOSinstrumentsinto Level 1-4 data
products. Each DAAC will also provide short-term and long-term storage for EOS and other Earth-
observing missionsand other related data, software, and results, then distributesthedatato EOSDIS
users. EOSDISwill providethe DAACswith distributed data, information management functions,
and user servicestoolsto give usersacomprehensiveview of dl EOS dataholdings. These service
toolsincludeacatal og system to assist userswith data selection and ordering.

Table2.5-4 Distributed ActiveArchiveCenters
Distributed Active Archive Center Discipline

University of Alaska - Fairbanks Sealce, Polar Process Imagery

EROS Data Center [EDC] Land Processes Imagery

Goddard Space Flight Center [GSFC] Upper Atmosphere, Atmospheric Dynamics,
Global Biosphere, Geophysics

Jet Propulsion Laboratory [JPL] Ocean Circulation, Air-Sea Interaction

Langley Research Center [LaRC] Radiation Budget, Aerosols, Tropospheric
Chemistry

Marshall Space Flight Center [MSFC] Hydrology
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University of Colorado Cryosphere
Oak Ridge National Laboratory Biogeochemical Dynamics

Consortium of International Earth Science Infor- | Socio-Economic Data and Information
mation Network [CIESIN] Socio-Economic Data
and Applications Data Center [SEDAC]

Thescienceinvestigatorsat their SCFswill devel op and update the algorithms and science software
used by the DAACs. The DAACswill integrate science a gorithmswithin the system, maintain con-
figuration control, and ensure that metadata conformto the algorithmsused. “Metadata’ describe
the content and processing history of the EOS data and products. In addition, integrated and tested
softwarewill be sent to the appropriate DAACsfor further integration and testing beforeuse. To
facilitatethis process, the PIS/TLswill be provided with adata processing toolkit emulating the
DAAC processing environment. The DAACswill monitor and ensure product development, using
thealgorithmsand software received. However, Quality Control (QC) SCFswill also have specia
softwareto enabletheinvestigators, responsiblefor standard product algorithms, to perform
scientific quality control of their products.

The DAACswill receive science software, algorithms, sciencedata, ancillary data, and correlative
datafor processing and will archive and distribute the processed data products and browse data
products asrequested. “ Browse dataproducts’ consist of conciseinformation provided inresponse
to preliminary user requeststo enablethe usersto select only the datarelevant to their research.
Standard and specia dataproductswill bedistributed to the EOS scientistsand other authorized
userseither upon request or by subscription.

Dueto the geographically distributed nature of EOS data processing, product generation, and data
archival, an efficient information management systemisneeded to alow usersto search archivesrap-
idly, browse through the contents, identify the data needed to support their research, and request
delivery of dataor products. EOSDISwill provide asingle point of access (" one-stop shopping") at
which users may obtaininformation regarding datain EOSDI S and external archives. EOSDISwill
provide master directories, catal ogs, inventories, documentation, and user help. User requestsfor
dataacquisition and processing will be accepted and forwarded to the appropriate DAACs. These
functionswill be especidly helpful to thells, which may request datafrom instrumentslocated at
multiple DAAC sites.

User Support Officeswill belocated at each of the DAACsand will help usersunderstand the data
productsof that DAAC. These officeswill obtain information on evolving requirements, assistin
problem resol ution, and support theinvestigatorsin a gorithm devel opment.

Communications and System Management:

V arious system-wide services are needed to support each of the geographicaly distributed elements
of the EOSDI S and to support communicationsto user facilities. Theinterconnection of the

EOSDI S e ementsrequires asecure, high-bandwidth network, functioning in acontrolled manner, to
enablethe various elementsto support one another in atimely fashion and to support communication
withthe satellites. The EOSDI S uses two networks; the EOSDIS Backbone Network (Ebnet), and
the NASA Science Internet (NSI). Ebnet interfaces al internal e ements while NSI satisfies the
external network interface functions. The external network will provide easy connectivity for
IST’s, SCI's, International partners and other general users.

EOS MISSION OPERATIONS CONCEPT Page 18



4/15/98

The System Monitor and Coordination Center (SMC) will provideafoca point for system-wide
management of EOSDI S operationsthrough configuration control, high-level scheduling,
performance and security management, data accounting/dataaccountability, and directory and
reporting services. The SMC will support and maintain EOSDI S policiesand proceduresregarding
instrument and ground event scheduling; including directivesfor scheduling instrument data
collection, dataprocessing and reprocessing, dataretrieval, and datadistribution. To accomplish
effective coordination between the SM C and other EOSDI S sites/elements, L ocal System
Management services (L SM) will beavailable at each of the sites. The LSM toolkitswill providethe
means by which the SM C monitorsthe ground operations of each site/felement. TheLSMsprovidea
communications path between sites/’elements and the SM C to exchange management and operations
information. The LSMsprovideloca management and operations personnel with the meansto
control and monitor their ground resources and ground operations activitiesin general.

2.5.3.2 EOSDI SEvolution

User needsfor EOSDISwill become more clearly understood as userswork with and provideinput
into early versionsof the system. User requirementswill change over timeas new technology on
information systems, database and information management, computer processors, and networks
continuesto emerge. For EOSDISto succeed over itslifetime, its design and implementation must
be responsive and flexibleto change while continuing to support ongoing operations and user
services. Development and prototyping will continue throughout thelifeof EOSDIS.

Theinitial development of EOSDI S has been structured to ensurethat the EOSDI S designincorpo-
rateslessonslearned from user experience with existing NASA datasets and the results of
prototyping effortsin various EOSDI S € ements. On-going prototyping and user feedback will be
incorporated into new versions of EOSDI S following successful demonstration to and acceptance by
the users. Implementation of new EOSDI S versionswill be accomplished with minima disruption to
current EOSDI S operations.

Thefirst mgor activity inthe development of EOSDISisVersion 0. Themaintask duringVersion0
isto gain experiencein handling large Earth science data sets by turning existing data setsinto more
user-friendly formats. Thistask hasthe added advantagein that existing datasetsare morewidey
accessibleto the science community. Mg or Version O goalsareto: (1) provideeectronically
networked DAACS, (2) improve accessto current dataproducts, devel op commonality among data
systemsat the DAACs, and provide amore unified view of Earth sciencesto the user community; (3)
provide aninteroperable catal og systemto alow usersto select data productsfrom multiple DAACs;
(4) develop prototypetechnologiesrelevant to EOSDIS; and (5) adopt provisional dataexchange
standards, protocols, and guidelines.

EOSDISVersion 1 will provide: (1) the operational functions of information management, (2) algo-
rithm development and (3) product generation, and data archiving and distribution. Version 2 will
provide: (1) full functionality, (2) the support for the EOS AM-1 spacecraft operations, (3) data
from Earth scienceinstruments on other spacecraft suchas TRMM, and (4) the servicesaready
provided by Version 1. Subsequent versionsare scheduled to support the full functionality and
capacity required by the EOS space segment.

2.5.3.3 Ingtitutional Facilities

TheNASA ingtitutional capabilitiesincludethe TDRSS, GN, WOTS, Nascom, NCC, and the FDD.
The space-to-ground communicationswere discussed in Section 2.5.2.5. Theinstitutional
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communications servicesfor the ESN (EBnet, NSI) were discussedin Section 2.5.3.1
(Communicationsand System Management ).

Nascom provides communications services between the EOC and the NCC and provides some con-
nectivity with GN/WOTS. EBnet providesthe mission-critical communications. The NCC provides
the operational management and control of the TDRSS. The NCC schedules TDRSS resources and
maintainslong-term and near-term schedul e data bases. The NCC will be enhanced asneeded to
handletheincreased TDRSS scheduling complexity dueto the expansion of the WSC and the
demandsof the missionsfor the next decade.

The FDD will provide orbit and attitude computational servicesand navigation datain support of
EOS. Prelaunch servicesinclude mission design analysis, trgjectory analysis, sensor anaysis, and
operations planning. Operational support servicesinclude orbit and attitude determination, anomaly
resol ution, maneuver planning and support, sensor calibration, and generation of planning and
scheduling data products. During routine on-orbit operations, the TDRSS Onboard Navigation
System (TONS) will beused for orbit determination on the AM-1 spacecraft. The FDD will perform
verification of the TONS' initia and ongoing performance. A large portion of the servicesprovided
by the FDD will be performed within the EOC, using the concepts provided by FDD in support of
"0ops2000" philosophies.

2.5.3.4 Affiliated Data Centersand Other Data Centers

The Affiliated Data Centers (ADCs) and Other Data Centers (ODCs) are non-EOS data centerswith
which agreementswill be madeto gain accessto non-EOS dataor to non-EOSDI S servicesrequired
by EOS. ADC servicesinclude aiding in a gorithm and software development for data processing.
The ADCswill also receive selected EOS data setsfrom the DAACs. One exampleof acurrently
planned agreement with an ADC iswith the NOAA/National Environmental Satellite, Data, and
Information Service (NESDIS). NOAA isplanning to process operational datain near real-time.
EDOSwill generate EOSraw data packets from a selected set of instruments (CERESfor AM-1) for
use by the NOAA facility in Suitland, Maryland. NOAA will also provide correlative datato
EOSDISfor useinhigher level processing. The ODCswill provide accessto existing Earth science
databases and correl ative data.

2.5.3.5 Global Change Data and I nformation System

The ESDIS Project iscurrently involved in discussionsfor the development of aGlobal Change Data
and Information System (GCDIS). GCDISwill includeinterfacesamong NASA and other govern-
ment agencies. A forum for the devel opment of the GCDI Siscurrently being defined.

26 INTERNATIONAL PARTICIPATION

ESA, EUMETSAT, CSA and NASDA are planning Earth observing missions(e.g., the Environ-
mental Satellites(ENVISAT), the Meteorol ogical Satellites(METOP, ADEOS, and RADARSAT)
that complement the NASA EOS program. In addition, EUMETSAT isproviding the Microwave
Humidity Sounder (MHS) instrument to beflown on PM-1; MITI of Japanisprovidingthe ASTER
instrument on the AM-1 spacecraft; and the CSA isproviding the M easurement of Pollutioninthe
Troposphere (MOPITT) instrument, also to beflown on AM-1. Conceptsregarding the detailed
operations of these | Psare being negotiated. ThelPinterfaceswill be governed by Memorandaof
Understanding negotiated by the EOS Program Officeat NASA Headquarters. The ground system
interfacesare covered inthe project implementation plan. Detailed ground system interfaceswill be
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specified inInterface Control Documents (I CDs) between the ESDI S Project and the respective | P
Projects. Section 3.2.1 describes concepts of | P involvement in command and control, data handling,
and data processing.
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SECTION3. INTEGRATED SYSTEM & MISSION OPERATIONSCONCEPTS

31 MISSION OPERATIONSCHARACTERISTICS

Themission operationsto support EOS have several characteristics (see Figure 3.1-1) that present
interesting challengesto devel oping and implementing conceptsfor the efficient and effective com-
mand and control of the multiple spacecraft and the subsequent processing, archiving, and
distribution of the data.

MULTIPLE

SERIES/MULTIPLE
SPACECRAFT
LARGE SCIENCE/USER
COMMUNITY

ULTI-INSTRUMENT/DIVERSITY

OF INSTRUMENTS

OPEN DATA POLICY

OVERLAPPING MULTIPLE
SPACECRAFT OPERATIONS

Figure3.1-1 EOSMission OperationsChar acteristics

MULTI-ORGANIZATION/
INTERNATIONAL
PARTNERS

INSTRUMENT
CROSS-CALIBRATION AND
SCIENCE DATA CONTINUITY

MISSION
OPERATIONS
CHARACTERISTICS

>

COORDINATED GROUND
TRUTH/
GROUND CALIBRATION
CAMPAIGNS

GEOGRAPHICALLY
DISTRIBUTED/REMOTE SCIENCE
USER OPERATIONS

NASA isdeveloping aground system to accommodate certain EOS operations characteristics:

During the more than 20 year observation period of EOS, asmany asfour spacecraft (onefrom
each series) will perform simultaneous on-orbit operations.

Anadditional spacecraft from the same serieswill be on-orbit during aspacecraft crossover
period of up to 6 months. This period enablesinstruments on the replacement spacecraft to
perform cross-calibration with the replaced instruments and ensures scientific data continuity.

Theground systemwill incorporate operationsfor adistributed science/user community.

Ground truth/ground calibration campaignswill be coordinated to ensure the accuracy and
validity of theinstrument performance and the software used to produce data products.

EOS operationswill include participation from | Pswith instrumentson EOSflights.

Therewill bean open datapolicy that makesall EOS data and products availableto authorized
usersfollowing processing, without preferential datarightsor aperiod of exclusive access.
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3.2 INTEGRATED SYSTEM CONCEPTS

Integrated system concepts are operations concepts requiring atotal systemsview (i.e., concepts
that affect two or more entitiesamong the space segment and the ground and user community
segments). These conceptswill beformalized as operationsrequirementsfor therelevant systems
and subsystems.

3.2.1 International Participation

Theinternational partnersare complementing the U.S. spacecraft in acooperative effort by devel op-
ing Earth scienceinstruments and pol ar-orbiting spacecraft to monitor globa change. Sciencedata
exchanges between the International Partners Data Centers (IPDCs) and the EOSDISwill allow the
user community to have greater accessto multiple data sets and data products.

The current concept for international partner instrument operationsonaU.S. spacecraft isfor the
international partner to provide aninstrument control center or support termina at theinternational
partner’ slocation to interface with the EOSDI Sflight operations systemsfor command and control
and the health and safety monitoring of the instrument. For science data processing of international
partner instrument data, level O processed data setswill be provided by the EOS ground systemto
theinternational partner’ sground system, either electronically or viaphysical media. The
international partner’ s"DAAC" will then provideleve 1 processed dataand any other required input
datato the EOSDI S as negotiated.

3.2.2 CCSDSCompatibility

A major concept inthe end-to-end design of the spacecraft will beto provide full compatibility with
the standards recommended by the Consultative Committeefor Space Data Systems (CCSDYS) for
the uplink and downlink dataflows. Thisconcept isintegral to the design of the spacecraft’s
Command and Data Handling (C& DH) subsystem. Using CCSD S standards givesincreased
flexibility by allowing data packet sizesthat vary inlength, which alowsinstruments on the same
spacecraft to use different packet sizesbased on individua needs. The C& DH subsystem for each
spacecraft caninterleavethe varying packet sizesfor transmission to theground. Theuseof CCSDS
packetsresultsin reduced complexity inthe ground data processing system.

CCSDS command packets from the EOC will be uplinked viathe EDOS and the EOS ground
stationsor the SN to the spacecraft and routed to theinstrument. The packets can convey command
information or be part of aload for an instrument microprocessor. Similarly for the downlink, an
instrument will output science, housekeeping, and engineering datapacketsfor routing withinthe
ground segment. Aninstrument team may also include ancillary datawithin the engineering data
packet to support subsequent data processing.

Another advantageto conforming to CCSDS standardsfor uplink and downlink isthe compatibility
itwill providewith theinternationa partners, who arelikely to implement the CCSDSformatsin
their spacecraft and ground systems.

3.2.3 Conceptsand Guidelinesfor Instrument Design
Thefollowing are conceptsfor instrument design that consider the ground system operations.

For many EOS instruments, switching between science modes requires repetitive command
sequences. Using stored commands within the spacecraft onboard computer to perform thisfunction
would expand its memory requirements unreasonably. Therefore, instrumentswill be encouraged to
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perform repetitive sequences of commandsinternally inresponseto single" changemode" com-
mands.

Tofacilitaterea -time operations, engineering datawill be sent in packetsthat are separate fromthe
sciencedata. For instrumentsfor which the combined science and engineering datarate are low (<20
kbps), the science and engineering datamay be combined into asingle packet.

To alow flexibility and to expedite handling of the data through the ground system, the header
parametersin the data packets should be settable from the ground. These parameterswill beused to
determine how to processthedata(e.g., expedited data processing) and how to route the datafrom
theground terminalsto EOS ground system elements such asthe EOC/ICCsand the DAACs.
Instrument processor dumpswill be sent intheir own set of packets. An aternative method, inwhich
the memory isdumped afew bytesper engineering frame, islessdesirable but isacceptableif the
total instrument memory sizeissmall.

3.2.4 Instrument OperationsFromthelnvestigator’sPer spective

Fromtheinvestigators perspective, instrument activitiesin genera will be planned and scheduled
based on science plans devel oped by the Project Scientist and the IWG. Commandswill be sent to the
instrument, the observations performed, and the data processed and analyzed. EOSDISwill obtain
theresourcesrequired from the space and ground segments to receivethe data. Oncethe
observationsare made, EOSDI Swill processthe data and providethemto theinvestigatorsfor
analysisand research. Operations performed by the ground system will remain largely transparent
fromtheinvestigators perspective.

Figure 3.2-1illustratestheinvestigators view of the operationsof their instruments. The ST will
usualy belocated withintheinvestigators SCF. The scienceinvestigator or his/her instrument
operationsteamwill usean | ST interfaced to the EOC to support or perform instrument planning and
scheduling, to make command requeststo the EOC, and to receive instrument and spacecraft data
for instrument monitoring operations and anomaly investigation. The | STswill also be used by
Instrument Engineering Teams (I ET's) to support instrument performance assessment and trend
analys's, sustai ning engineering and maintenance, anomaly resol ution and other activitiesinvolving
instrument performance.

For Interdisciplinary Investigators(11s) involved in anayzing datafrom more than oneinstrument,
requestsfor specific observationsin support of their investigations, aswell asrequestsfor archived
data, will be handled through an information management service provided by the DAACs. Requests
that affect instrument operationswill be scheduled through the normal planning and scheduling proc-
ess(Section 3.6.1). Before and after spacecraft launch, the l1swill beinvolvedin planning and
scheduling instrument operationsthrough their participation inthe WG and science planning
groups.

TheProject Scientist'sroleininstrument planning and scheduling (including conflict resol ution) will
bediscussedin Section 3.6.1.
3.25 Security

The NASA EOS has been declared anational resource. Security provisions have been established for
the spacecraft and the EOS ground system in accordance with policiesand guidelines set forth inthe
GSFC Security Manual (GHB) 1600.1; the NASA Physical Security Handbook, (NHB) 1620.3B;
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and NASA Management Instruction (NM1) 2410.7A (Assuring the Security and Integrity of NASA
Automated Information Resources). An EOS security plan will be devel oped to addressoverall
security policy, including physical, computer, communications, information, and operations security.
The planwill bedeveloped in coordination with, and approved by, the GSFC Security Office.

3.3 MULTIPLE SPACECRAFT OPERATIONS

The EOS missonisdifferent from othersinthat the flight operations system and procedures must be
developed to handle many variables such as simultaneous operations of multiple on-orbit spacecraft,
multiplelevelsof instrument operational complexity, and varying rates of telemetry to be handled
and processed by institutional servicesand the EOSDIS. Support for 1& T and simulationsfor
replacement/new spacecraft must a so be planned to ensure asmooth transition before and during
Crossover operations.

NASA EOS Spacecraft
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Figure3.2-1 Operationsfrom thelnvestigator’ sPer spective

3.3.1 EOSOperational Evolution/Flexibility

A major aspect of accomplishing thegoal of maximizing sciencereturn fromthe EOSmissionis
devel oping and operating aground system that continually evolvesto handle EOS spacecraft on-
orbit. In particular, the mission operations segment must be devel oped with the capability to expand
and evolveto handlethe varying operational loads asthe mission progresses. Additionally, mission
operation components must be flexible enough to accommodate the potential differencesin
spacecraft design and operationsand to adjust to evolutionary and technol ogical advancementsin
other partsof the ground system. The concepts bel ow will beused in particular by theflight
operations segment and can befound in more detail inthe reference documentsin Section 2.
Conceptsfor multimission staffing will bediscussed in Section 4.
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Commercial Protocolsand Sandards:

Tofacilitate evolution within flight operations, commercia protocolsand standardswill befollowed
and commercia off-the-shelf productswill be used whenit istechnically and economically feasible.
By following commercial standards and protocols, the system may expand and evolve without
relying on or beingtied to aspecific vendor.

Operations Automation:

Advancesin ground system hardware and software allow devel opersto evaluate potential areas of
automation. Threekey factors must be judged and balanced when deciding upon an automated
approach. First, will automation of aparticular functionincrease overall productivity, either by
increasing quality or by decreasing the amount of time needed to produce the product? Second, will
automation reduce the operational risk of afunction by eliminating the "human factor” inthe
process? Great care must betaken when evaluating thisfactor inorder to ensure that human " sanity
checks" and common sensearen't needed to perform thesetasks. Third, will the use of automation
provide abenefit to the overal life-cycle costs of the system? The priority of thisthird areacontinues
to risewithin the current budget-constrained and cost-driven environment.

A prime example of automation within mission operationsisthe use of decision support systemsfor
usein both real -time operations and non-real-time spacecraft analysis. These systems, either rule-
based or logic-based, are used to monitor telemetry, analyze spacecraft status, and project potential
spacecraft status. These systemsare also used to detect anomaliesand provideresolutions, evaluate
and project onboard spacecraft resource usage, and perform “what if” analysison operator inputs.
These systems can a so be valuabletool sfor gathering operator and subsystem expertise that might
otherwise belost through the mission life. Such asystem, however, must bedeveloped so that itis
relatively easy to operate, highly reliable, ableto output information inatimely manner, and easily
inserted into the architectural framework of the ground system.

Operations Architecture - Efficiency and Performance:

Mission operations must be designed to support multiple spacecraft in varying states of
development, testing, and operations simultaneously and to support operationsinan efficient,
streamlined manner. The challengeinfulfilling thisrequirement isthat the systemwill evolveover a
period of yearsbeforethe full complement of spacecraft are designed. Thus, arobust architectural
framework isneeded to support thissystem. A modular design will be used to enabletechnol ogical
advancementsto beinserted, whileimproving system maintainability.

Theflight operations architecture, and in particular the EOC, will be designed to maximize common-
ality and achieve minima maintenance and life-cycle costs, increase overall operations efficiency,
and alow the FOSto expand and evolve asthe EOS era progresses. The EOC is being devel oped to
operateinaworkstation environment. Each workstation will have the capability to performal
operational functions(i.e., command and control, health and safety monitoring and data
management), permitting the operatorsto tailor each workstation to the spacecraft or multiple
spacecraft that they support. Performing these functions on powerful desktop workstations
distributes system loading and ensuresthat userswill not interfere with one another. Operations
requiring large amounts of processing power can be performed on specialized server machines
without interfering with time-critical operations. Theuser caninitiatethe operation froma
workstation; however, thefact that the task isbeing performed on another computer inthe network
istransparent to the user. Adding usersto the system (e.g., for launch) will not necessitate the
upgrading of other components. Workstati ons supporting real -time operationswill beisolated from
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support workstations by separate networks. The capability to switch networkswill be provided
under controlled conditions. Theflexibility inherent in thisarchitecture will allow workstationsto be
added, deleted, or rearranged to increase efficiency within the EOC without affecting the system
architecture or performance.

Another key component inthe design of the flight operations ground systemisthe useof logica
strings. Using theinterna flight operations network, alogica string connectsthe command and
telemetry functions of asingle spacecraft to support rea-time contacts or other specific processes
(e.g., housekeeping playback analysisor smulations). Many users can connect to alogical stringto
monitor or participateinflight operations. Thelogical string concept enablesthe operations
personnel to support multiple spacecraft and instruments more efficiently, sinceaworkstation can
connect to morethan onelogical string at atime. It should be noted that this concept does not apply
to command operations, in which only one authorized user will have command authority over each
Spacecraft.

Object-Oriented Use:

An object-oriented methodol ogy will be used for software devel opment within the ground system.
Obj ect oriented methodol ogy emphasi zes encapsul ation and inheritance. Encapsul ation providesthe
capability to change functionality that isimplemented in classeswithout disturbing the design or
implementation of other classes. For example, arequired changeto amicroprocessor |oad would be
isolated inthat classand would not propagate to other aspects of the system. Theinheritancefeature
of the FOS design providesapowerful tool to accommodate the extension of an FOS capability
without duplicating the design, implementation, and testing accomplished for asimilar capability.
Thedesign of aninheritance hierarchy allowsthe speciadization of an existing class, including
additional or modified functionality, whileretaining the full capabilities of the parent classand not
disturbing itsintegrity.

Graphical User Interfacesand a User Friendly Operations Environment:

Although automation providesagreat benefit to the operati ons environment, the health and safety of
EOS spacecraft isstill the responsibility of the operations personnel within each of theflight opera-
tions elements. Real-time commanding, health and safety monitoring, ground system configuration
and resource usage are performed daily by human operators. The amount of information to monitor,
anayze, and track issignificant and can be made even more difficult under conditionsthat require
prompt response and place the operators under extreme pressure. Past control centersadded to the
burden by providing the operators with environmentsthat included text-only displays, cramped
working spaces, and generally unpleasant working environmentsfor the responsibilitiesthey were
given. The EOS mission operations environment must ensure that information ispresented to the
user inthemost efficient and user friendly manner possible. Operations analysistoolsand expert
systems provide limited benefitsif they are so difficult to operate that the operations personnel avoid
using them and go back to the " old fashioned" methods. Operationsdisplayswill bedesigned to
allow usersto tailor their workstations asdesired. Graphical User Interfaces (GUIs) should be
provided where they most benefit the user (e.g., inmonitoring real-timetelemetry and displaying
limit violations). Again, care must betaken to avoid overburdening the operatorswith too many
"bellsand whistles' that not only cost more, but slow down rather than speed up certain processes. In
addition, use of GUIsmust also befactored against overall system performanceto ensurethat a
workstation isn't spending alarge amount of processing power on the displaying of information
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rather than the processing of information. Finaly, the operations areas must be ergonomically
designed to provide awork environment that alows operations personnel to focuson their tasks.

3.3.2 EOSOperational Loading

Figure 3.3-1 showsan estimate of the EOS operational load. Asshown, as many asfour spacecraft
(year 2003) will be performing normal on-orbit operations simultaneoudy. During periods (up to 6
months) of crossover operations, up to five spacecraft will be on-orbit, al requiring planning and
scheduling, command and control, and monitoring for health and safety and spacecraft performance.
In addition, prelaunch operations(e.g., 1& T, smulations, ground system compatibility tests, and
operational readinesstests) for successor spacecraft must al so be supported.

Anayzing each instrument's operational complexity will aid in determining theloads expected on the
EOC, the ICCs(if any), and the I STs. "Non-complex” instruments (in terms of the ground
interaction required) have routine or autonomous operations requiring minimal ground interaction.
The"complex" instruments are those i nstruments capabl e of non-contiguous dataacquisition with
variable pointing. Hencethey require daily planning, scheduling and commanding. Table 3.3-1
categorizesthe EOSinstruments operational complexity.

Thereal-time health and saf ety monitoring for non-complex instrumentswill be handled withinthe
EOC. Other functions, such as planning and scheduling, will also be handled withinthe EOC and
supported by theinstrument team through an I ST. Instrumentsrequiring adedicated 24 hours-a-day
staff to perform functions such as planning and scheduling, command load generation, and instru-
ment health and saf ety monitoring will be operated by their respective | CCs.

To determinethe potentia physica and personnel resourcesrequired to support multiple spacecraft
operations, an in-depth analysiswill be performed to determine the average and peak support
requirementsfor normal and contingency operations. Thisanaysiswill consider prioritiesfor sched-
uling mission support for the various spacecraft, the additional resourcesrequired during
contingency operations, and the requirementsfor reliability and maintainability of the ground system.
Theground systemwill be" optimized" wherefeasibleto provide the necessary capabilities.
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Figure3.3-1 EOSMission Operational L oad

3.3.3 Coordinated Scheduling of EOS Ground System Resour ces

It isessential that the mgor segmentsof the ground system (e.g., flight operations, science data
processing and distribution, and communi cations and systemmanagement) support spacecraft
operationsinacoordinated manner. Proper coordination will be needed withinthe EOSDIS and
betweenthe EOSDIS, NASA ingtitutional el ements(i.e., FDD or NCC), and any external systems
involved in mission operations. Figure 3.3-2 summarizesthe expected average telemetry ratesfor
EOS. Thevast amountsof datathat will bereceived, processed, archived, and distributed require
proper scheduling within each of the magjor segmentsto ensurethat al systemswork smoothly and
efficiently. Thisisparticularly important during spacecraft crossover periods, where the amount of
datato be processed will double during portions of the crossover when both spacecraft arefully
operational. Anincreased emphasiswill be placed on proper scheduling of the direct playback
contactsand/or TDRSS during spacecraft crossover operations periodsto avoid overburdening
EDOS.

Theintegrated planning and scheduling of flight operationswill bethe responsibility of the EOC. The
EOC will coordinate these activitieswith the | CCs, the | STsand the NCC. The EOC will work inter-
nally to coordinate contactsfor EOS ground station support and will negotiate with the NCC for the
use of TDRSS resources as needed. Planning and scheduling for multiple spacecraft operationsand
the corresponding requestsfor TDRSS servicesthrough the NCC must be properly coordinated.
Proper coordination between the EOC and the NCC for TDRSS servicesand withinthe EOC for
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EOS ground station serviceswill minimizeinterference among spacecraft and decrease the impact of

contingenciesresulting from any other mission emergencies(e.g., aSpace Transportation System
(STS) emergency, which could change prioritiesfor single access communi cations availability).
Increased flexibility for TDRSS support may be obtained by providing each spacecraft with the
capability to communicate with any of thefour TDRS spacecraft. Thisapproach allowsgreater
flexibility for supporting the multiple spacecraft operations while conforming to standard NCC
scheduling procedures.

The coordination and scheduling of activitiesrequired to perform science data processing will be
provided by the SMC, whichisthefocal point for system-wide el ement management of ground
operationsfor the EOSDIS.

AverageD RAW AVERAGE DATA RATESFOR EOS SPACECRAFT

ata Rate
(Mbps)

Legend

[ Total Average Data Rate in Mbps L

NOTE: Data rates include all EOS spacecraft

;| on orbit (including replacement spacecratft).

;| Table assumes 100% of data being downlinked by
] both the old and new spacecraft during crossover
operations.
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Figure3.3-2 EOSComposite Telemetry Rates(Based On Planned Spacecr aft)
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Table3.3-1 Operational Complexity Of EOSInstruments
Noncomplex Complex
AIRS GLAS ASTER (external ICC)
AMSU HIRDLS
CERES
Eosp MISR TES (TBD)
MHS
AMSR
MLS
MODIS
MOPITT
ODUS
LATI
« Constant duty cycles « Need for infrequent « Targetting instruments
* Automatic or simple operations changes
calibration due to change in
* Very little ground science goals or
interaction required target-of-opportunity

34 CONCEPTSFORPRELAUNCH READINESS

Prelaunch readiness concepts define the preparation of the space and ground segmentsto ensurethat
total mission capabilitiesand objectives can be met.

3.4.1 EarlyMission OperationsConcept Development

Early consideration of mission operations concepts and the envisioned mission environment isneces-
sary for any space program. It isespecialy important for along-term program that includesmultiple
spacecraft operations and acomplex distributed ground system. The EOS MOM, in cooperation
with each of theflight project OMs, the EOSDI Sflight operations personnel, and the various
operationsworking groups, isresponsiblefor devel oping the concepts for EOS mission operations.
These concepts consider not just thefirst EOS spacecraft, but al aspects of the multiple spacecraft
mission, and isused to influencethe design, devel opment, and testing of the needed capabilities.

3.4.2 Mission OperationsPlan and OperationsProcedur es Gener ation

Mission Operations Plan:

The EOS Mission Operations Plan (M OP) will providethe concept of how the mission operations
for each EOS spacecraft will be conducted. Theinformation will include mission phases, mission
operations, datamanagement, operations support, configuration control, and training. Themission
operations planwill aso provide generic operations procedures, such ashow to performreal-time
commanding.

Flight Operations Plan:

To provide more detail ed information on each flight, aFlight Operations Plan (FOP) [or asimilar
document] for each spacecraft will be devel oped usingthe MOPfor guidance. The FOP will use
common information for each spacecraft within aseries and may be devel oped asamaster planwith
add-on appendicesfor each spacecraft. The FOP will provide detailed activity timelinesand
spacecraft operational descriptionsfor each phase of theflight. The plan will outline contingency
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initiatives and spacecraft safe-hold operations. The operations support section of the plan will
include EOC organization, staffing and support, scienceinvestigator support, and other EOS ground
operations support.

Operations Procedures:

Operations procedureswill be defined for performing routine and contingency operationsduring
end-to-end testing and the various mission phases. Flight operations procedures will be generated
using the EOS spacecraft operations and maintenance (O& M) manuals provided by the spacecraft
contractor. The FOT will take the information contained inthe O& M manuasand develop
operations procedures, operations scripts, contingency procedures, and automated EOC procedures
to support spacecraft operations. These procedures and scriptsare verified during training and
simulationsand are updated as needed during theflightsfor FOT use.

3.4.3 Spacecraft Integration and Test

Integration and Test (1& T) of theinstrumentswill be conducted at theinstrument devel oper site.
|& T of the spacecraft assembly and test with theinstrument complement will be conducted at the
Spacecraft contractor'sfacility.

|& T of the spacecraft isconducted at the spacecraft contractor'sfacility before delivery and assembly
of thetested instruments. Testing on the spacecraft isperformed at threelevels. component, subsys-
tem, and spacecraft. Upon assembly and test of the instrument complement, testing of theintegrated
spacecraft with the ground system and the space-to-ground linksis performed to ensure
compatibility beforetheintegrated spacecraft isshipped to thelaunch site. If available, the
Compatibility Test Van (CTV)will beused at the spacecraft contractor'sfacility to characterizethe
spacecraft’ s Radio Frequency (RF) and ensure compatibility between the spacecraft, the TDRSS and
the GN respectively. The capability to conduct & T at the developer’ ssitealows system level
verification before spacecraft shipment. Theflight project I& T manager will coordinate between the
spacecraft contractor and the ground system elementsin order to ensurethat time-constrained
spacecraft 1& T activitiesare not disrupted, and that dl involved parties understand the objectives of
eachtest.

Tofurther aidthe processof 1& T for an integrated spacecraft (instruments and subsystems), each
instrument devel oper will be encouraged to use common systemstest and operati onslanguage soft-
warefor instrument & T. Thusinstrument testing on the spacecraft can begin much sooner because
the spacecraft contractor does not haveto extensively modify and translate each instrument'stest
proceduresinto the language that the spacecraft recognizes.

3.4.4 Ground System Testing, Verification and Readiness

Testing of the EOS ground segment must take into account two of itsmajor characteristics. First, the
sizeand complexity of the ground system dictatesthat atime-phased buildup should be performed.
The ESDISI& T manager will coordinate the phased buildup of the EOS ground systeminalogical
sequence. Anl& T planwill providefor testing and acceptance of the variouselementsin an efficient
and effective manner, which isespecialy important because of the number of separate government
and contractor organizationsinvolved. Second, the EOS ground system will continually evolve over
themissonlifetime. Assubsequent versionsor "releases’ areincorporated into the EOS ground sys-
tem, an1& T planwill begenerated to verify the functionality of the new ground system version. An-
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other important consideration isto make sure that testing and acceptance will be performed with
little or no impact on day-to-day operations.

EOS ground systemtesting will follow the formal integration test and verification process according
tothe EGSI1& T Plan. Sometesting support will be provided by the MO& DSD to the EOS project,
asdetermined by the ESDIS 1& T Manager.

Testing of the overal EOS ground system will occur in several stages asthe variouselementsare
implemented. Individual ground system elementswill beimplemented in phases(i.e., versionsor
“builds’) because of their sizeand complexity. The development contractorswill performinitial test-
ing of their respective ground system elements. Testing will then proceed to functional andinterface
testing among the ground system elements and will continue through compatibility testing, end-to-
end testing, acceptance testing, and operational readinesstesting.

To facilitate the devel opment of the EOS ground system, test data created at the spacecraft
contractor’ sfacility and each instrument's devel opment facility must be provided early to test the
functionality of each EOS element and the compatibility among el ements of the EOS ground system.
Testing of themission-critical e ementsof theground system (i.e., the SN, EDOS, EBnet, EOC,
|CCs, and I STs) may be accomplished using real-time dataflows. Testing of the data processing
elementswill includetheuseof recorded instrument datato verify the scienceagorithmsusedin
standard data production.

Functional and Interface Testing:

Functional andinterfacetesting will be performed in several steps. The devel opment contractor will
conduct functional and interfacetesting to verify that theintegrated system meetsthe design
specifications. A validation test will then be conducted to determineif the hardware and software
meet the system requirements specifications. A subset of the validation test, witnessed by NASA
personnel, will constitute the basisfor aformal systemtest. Theformal systemtest will provide
NASA with acontract milestone but will not relieve the development contractor of the responsibility
for correcting problemsidentifiedinlater tests.

RF Compatibility Testing:

RF compatibility testing will demonstrate the compatibility of the spacecraft with SN and GN
resources and the EOC. Tests on theforward and return linksand the spacecraft RF signaswill be
conducted to ensure proper operationa interfaces. The CTV or arooftop antennawill beused to
provide connectivity between the spacecraft and the SN/TDRSS. X-band compatibility testing with
the EOSDI S ground stationsis TBD.

EOSCompatibility Testing for AM-1:

Verifying the compatibility of the AM-1 spacecraft with the EOS ground system, and in particular
the EOC, will largely be accomplished incrementally through EOC Compatibility Tests (ECTS).
Three ECTswill be performed for the AM-1 spacecraft during the integration and test phases, with
thefirst of these (ECT1) planned approximately 16 to 18 months beforelaunch and thelast (ECT3)
planned 5 to 6 months before launch. ECT1 will demonstrate the capability of the EOC to generate
commands, validate the Project Database (PDB), and process the housekeeping tel emetry from the
spacecraft. The EOC will link with the spacecraft using an EDOS simulator to perform the necessary
EDOS functionsfor command and control. ECT2 will provide comprehensive verification of the
EOS command and telemetry functions. The SN and EDOSwill participateinthetest, which will
exercisedl command and telemetry rates, including solid state recorder dumpsand spacecraft
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memory loads/dumps. The primary objective of ECT 3 will beto demonstrate the science dataflow to
the DAACsandto theinterfaceswith theinstrument teamsviathe ASTER ICC and theISTs. The
find verification of system compatibly will be accomplished through end-to-end testing.

End-to-End Testing:

The spacecraft projectsand ESDISwill work cooperatively with ESDISto devel op and conduct
end-to-end testing. End-to-end testing will be conducted to demonstrate the functionality of the
entire EOS operational data system, from the scienceinstruments and spacecraft subsystemsthrough
the SN and/or ground stations, EOSDI S, and the users. The end-to-end testswill exercisethefull
range of spacecraft and ground system capabilitiesto determine the adequacy of the mission-critical
elementsand the effectiveness of operations plansand procedures. End-to-end testing of the
mission-critical elementswill require operational timewith the spacecraft at the spacecraft
contractor'sfacility and, asapplicable, at thelaunch site. The CTV or acomparable servicewill be
required to accessthe SN. The spacecraft assembly and test schedul e should accommodate this
testing. Sciencedatathat isrecorded during thisperiod will be used for testing of the data processing
elements. A subset of the datafrom the end-to-end testsisusualy delivered to selected usersfor
verification. Thesedatawill be part of the characterization data setsfor someinstruments.

Verification and Validation Testing:

Anindependent test organization will perform verification and validation to ensure overall system
compatibility, acceptance, and readiness. The Independent Verification and Validation (IV& V)
Manager fromthe ESDIS Project isresponsiblefor V&V activities. The V&V teamwill track
ground system design, specifications, and implementation and will monitor al EOS ground system
integration testing. ThelV& V team may devel op additional toolsfor testing possibletrouble spots
within the ground system. Thisteam will determine whether the devel oped system meetsall
applicablerequirements.

Operational Readiness Testing:

Ground system readinessto support the mission will be established during and after verification and
validation testing. Whenthel& T manager issatisfied that the ground system requirements have been
met, he/shewill formally deliver the ground system to theMOM. It isthe responsibility of the MOM
to demonstrate the operational readiness of the mission-critical elementsand the FOT.
Demonstrating operational readiness requires demonstrating the readiness of the entire operations
staff aswell asdl operations plansand procedures. Dataflowsand simulationsare usually conducted
beforelaunch to achieve and maintain ahighlevel of operational readiness. Thetest statusand
successful compl etion of operational readinesstesting will be presented by the MOM or the FOD at
the Operations Readiness Review (ORR).

3.45 Trainingand Smulations

The concept of training and s mulationsisdriven by several significant factors. The EOS spaceand
ground segmentsarelarge and complex. Over itslifetimeof at |east 20 years, EOStotal operations
costs will represent asizable portion of thetotal program cost. Potential operational errorscan be
costly interms of system failuresand degradation, and ultimately interms of |ost dataand services.
Also, significant personnel turnover can be expected over thelifetimeof EOS. Therefore, it isimpor-
tant that all operations personnel be properly selected and thoroughly trained throughout the EOS
mission. Thesefactorslead to the need for initia training; recurrent training; and cross-training of
personnel, which also supports multiple spacecraft operations as discussed in Section 3.3. These
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factorsalso requirethe availability of effective spacecraft ssmulators, which areindispensabletools
for achieving ahigh level of operator competence and enablesthe ground system, flight operations
plansand procedures, and flight software to be thoroughly tested and validated. The EOS spacecraft
projectsareresponsblefor devel oping aspacecraft operationstraining plan and associated material

The EOS approach to training will providefor thetraining of the FOT to support prelaunch ground
testing, launch, and flight operations of the EOS spacecraft. Theindividual EOS Projectshavethe
respons bility to train the FHlight Operations Team (FOT) in the operation of the spacecraft and
associated smulators. Training will be conducted to maintain the operational knowledge of the FOT
throughout thelife of the spacecraft and in certain casesto cross-train operations personnel inone or
morefunctional positions (e.g., operating the same position for multiple spacecraft). Operations per-
sonnel who are candidatesfor the training program will be properly screened in accordance with aset
of established criteria(e.g., aptitude, experience, and education) to ensurethat they meet appropriate
qualifications before being admitted to thetraining program. ESDISisresponsiblefor an ECS
training plan and associated material.

Thetraining and certification will be performed in accordance with aplan devel oped by the FOT and
reviewed and approved by the MOM and the spacecraft FOD. Training will consist of three distinct
types: initid training, recurrent training, and cross-training. Training before launch will be structured
differently fromthat during on-orbit operations. Thetraining program will accommodate the phased
arrival of personnel insmall groupsthroughout aperiod of 1 to 2 yearsbeforelaunch. Training will
address both normal and contingency operations. Following spacecraft check-out and verification,
training will be oriented to training new staff, who arriveindividualy; to maintaining and improving
the operational knowledge of current staff; and to providing staff on new spacecraft.

The EOS operationstraining program will consist of several activities. Classroom training will be
conducted inaccordance with an approved syllabusand will cover flight and ground system design,
performance and functional capabilities, operations plansand procedures, and general system opera-
tionsknowledge and theory. Training will aso require self-study, on-the-job training (OJT), and use
of the spacecraft simulator. To managethetraining and certification program, aflight operations
training director will be selected and astaff of training instructorswill be organized for specialized
areas. Training toolsand materials such asinstruction manuals, lesson plans, self-study reading
guides, exercise and simulation scripts, videos, and training records will be prepared.

A system for measuring and evaluating training progress and the status of the operations personnel
will be established. Certification of acore of flight-ready operations personnel will be completed by
launch minus 3 months. Certification of new personnel will be performed throughout thelifeof the
mission asturn-over of flight operationsteamsoccurs. Recertification of existing personnel will also
be done during various stages of the missionto insert new technology or to maintainahigh level of
operator proficiency.

35 CONCEPTSFORLAUNCH,CHECK-OUT,AND VERIFICATION

The spacecraft contractor(s) will provide subsystem engineering and instrument personnel, as
required, from pre-launch through launch and spacecraft/instrument activation and check-out time
frames. During thelaunch, check-out, and early orbit verification periods, the spacecraft may be
more susceptibleto anomaliesthan during other periods of flight operations. Thisperiod provides
knowledge regarding the actual operations performance of aparticular spacecraft/instrumentsto the
spacecraft and instrument operationsteams. At spacecraft separation, primary operations
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respons bility will betransferred from the launch site operationsfacility to the EOC. Anintegral
concept for ensuring proper spacecraft activation, check-out, and verification will bethe
development of planned and vaidated flight operations procedures. These procedureswill be
developed through acoordinated effort by the operations and engineering teamsand will be
extensively tested and eval uated with the spacecraft and instruments during spacecraft integration
when feasibleand with simulatorswhen the availability of the actual hardwareislimited. A separate
set of contingency procedureswill address contingency scenarios and the corrective actionsto be
taken. Proceduresfor normal operations and selected contingencieswill beformally validated by
test.

Anintegral part of thelast portion of instrument verification for replacement spacecraft isthe use of
the old spacecraft for cross-calibration. Thiscross-calibration satisfiesthe requirement for data
continuity between old and new instrumentsthroughout the EOS mission.

3.5.1 Spacecraft Verification and Calibration (Post-L aunch)

Spacecraft subsystemswill be exercised and their performance assessed to verify that they meet
specifications. During thisperiod, the scientificinstrumentswill beleft intheir launch state or put
into asafestate. The EOC will verify each subsystem, using validated subsystem performance
assessment plansand procedures. Critical subsystems, such ascommunicationsand attitude control,
will beverified first to ensure that ground communi cations and attitude control are maintained
throughout the remainder of the verification period. The spacecraft contractor(s) will provide
assistanceto the FOT during launch aswell as post-launch time frames.

Upon compl etion of the subsystem performance assessment, dl scientific instrumentswill beveri-
fied. Theinstrument teamswill verify the engineering integrity of theinstrumentsand then perform
aninitia assessment of the housekeeping and engineering datato ensurethat theinstrumentsare
operating within specified limits. The EOC, I CCs, and | STswill verify and monitor each instrument,
using validated instrument performance assessment plansand procedures. I nstrument personnel may
elect to bephyscaly located at the EOC during thisperiod. Arrangementswith each instrument will
be negotiated premission. In conjunction with theinitial instrument verification, the EOC will begin
calibrating the spacecraft subsystems, again using validated procedures, to ensure that any pointing
errorsare minimized. If any misalignmentsexist, tableloadswill be generated, validated, and
uplinked to the spacecraft to take into account these misalignments.

After proper spacecraft aignment hasbeen validated, each PI/TL teamwill calibrateitsinstrument if
necessary (viathe EOC, ICC, or | ST) using validated procedures. For successor spacecraftina
series, theinstrument operationsteam for anew spacecraft will coordinate with the instrument
operationsteam on the replaced spacecraft to perform instrument cross-calibration. Spacecraft on-
orbit check-out and verification may last 3to 6 months.

3.5.2 Orbit Determination and M aintenance

For EOS AM 1, orbit determination will be performed onboard using the TONS and supported on the
ground by the FDD. EOS PM 1 will use orbit determination sol utions prepared daily by the FDD
fromtracking data. For al other spacecraft, the method for orbit determination istill undefined..
FDD support varies during the phases of each mission.

During the prelaunch phase, FDD will provide premission orbit and attitude analysisand will support
ground system testing and end-to-end testing with the spacecraft at the spacecraft contractor’ ssite
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and at the launch site. During thelaunch phase, orbit information will be supplied by the launch
vehicle contractor and will be passed by the EOC to the FDD. During the spacecraft initialization and
check-out phase, FDD will provide definitive and predictive ephemerides and state vectorsto the
EOC for uplink to the spacecraft. After theinitiaization and check-out phase of the AM-1
spacecraft, TONS information will beroutinely supplied onboard to an attitude and orbit control
subsystem and to theinstruments by the spacecraft onboard computer. The TONS data, along with
other ancillary data, are downlinked with the science stream and processed, distributed and archived
aspart of theleve 0 data sets. For other EOS spacecraft, orbit data (based on the FDD supplied
orbital predicts) and other ancillary dataare downlinked with the science stream and arealso
processed, distributed and archived.

The FDD will also provide orbit analysis, orbit maneuver planning support, transmitter oscillator fre-
guency support and predicted orbit support. Independent tracking of the spacecraft through current
TDRSStracking serviceswill also be performed by FDD during theinitiaization phaseand as
backup support for TONS.

The FDD and the EOC will be prepared to respond in the event of anon-nominal orbit insertion. If
thisoccurs, animmediate assessment will be maderegarding thelevel of criticality and whether a
rapid responseisrequired by the FDD and EOC. Figure 3.5-1 summarizesthe anticipated FDD
support during prelaunch, launch, check-out, verification, and normal operations. Thisinterface will
befurther defined inan ECS-to-FDD interface control document.

3.6 CONCEPTSFORNORMAL OPERATIONS

Normal operations cover awiderange of activities, from the planning and scheduling of instrument
observationsthrough command and control of the spacecraft and instruments, to the various
functions needed for processing, distributing, and archiving thelevel 0 data, to monitoring spacecraft
and instrument health and safety and performing trend analysis. Table 3.6-1 providesasummary of
thevarioushigh-level conceptsregarding normal mission operations of the EOS spacecraft.

These concepts are based on the assumption that most EOS observationswill be planned and sched-
uled in advance and that command loadswill be generated using these schedulesfor uplink to the
spacecraft for delayed execution. It isplanned to uplink loads once or twice per day. Execution of
these stored commands may be based on absol ute time, relativetime, and event times. Real-time
commanding will beused primarily for initia activation and check-out, contingency operationsand
high rate recorder dumps.
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3.6.1 Planningand Scheduling

Figure 3.6-1 providesahigh-level timeline of the planning and scheduling processfor generating a
command load for atarget day.

Table3.6-1 ConceptsFor Normal Operations

Operations Concept Description

* Long term plan is provided by the Project Scientist/IWG to the ESDIS Project.
* Short term planning as required.
* Initial and final scheduling.

Phased Planning and
Scheduling

* EOC coordinates planning and scheduling for both subsystems and instruments.

* Science and instrument operations planning distributed for complex instruments;
spacecraft subsystem and noncomplex instrument operations planning and overall
flight timeline coordination performed at EOC.

* Common planning and scheduling tools and aids for subsystems and instruments.

* Reduced iterations required to prepare plans and schedules.

Coordinated Spacecraft
Planning and Scheduling

« Remote ICCs for operationally complex instruments such as ASTER
« EOC are accessed by remote users via ISTs.
« ISTs normally (but not always) located at SCFs.

Geographically Dispersed
Operations Facilities

« Spacecraft data packetized and compatible with CCSDS standards.
« Different packets for spacecraft H/K, instrument engineering, science, and
ancillary data.

Data Packetized with Various
Types ldentified by Header

(Igfornl\aélloDr; « Facilitates data distribution by enabling packet switching and networking
9- techniques.
« All commands are uplinked through the EOC.
Spacecraft Commanding « Commands sent in realtime or as a stored command load [utilizing Absolute Time
Command (ATC) or Relative Time Sequence (RTS)].
* Instrument teams send command requests/provide a command database to the
EOC.
Instrument Commanding * EOC stores instrument commands for noncomplex instruments as negotiated.

* Instrument Teams provide updates to instrument commands stored in the EOC
and provide instrument microprocessor loads.

* EDOS routes realtime housekeeping packets to the EOC
EDOS Realtime Services * EDOS provides the CLCW to the EOC as part of COP process
* EDOS provides the EOC with data quality statistics in the form of CODAs

Housekeeping Data Available « EOC monitors instrument health and safety.

for Spacecraft and Instrument « EOC monitors subsystem H/K and instrument H/K to instrument teams.

Health and Safety Monitoring « Pl and TL science team access housekeeping data and spacecraft status via ISTs.
and Analysis

Instrument Engineering Data
Available for Instrument
Performance Monitoring

IST responsible for scientific performance of the instrument.
Instrument team can request engineering data from EOC via ISTs.

Coordination of System Status,
Accounting/ Accountability, and
Other Services

SMC is focal point for system-wide monitoring and coordination of EOSDIS
ground operations.

EOSProject Scientist's Rolein Planning and Scheduling:

The EOS Project Scientist will be primarily responsiblefor the planning of the EOS mission. The
Project Scientist and the Program Scientist work with the WG and the science planning groupsto
develop along-term science plan that establishes science prioritiesand objectivesfor each EOS
flight.

The Project Scientist will also participatein the devel opment of long-term instrument plans, particu-
larly for complex instruments. Prior to spacecraft launch, atarget list for complex instrumentswill be
developed by the Project Scientists, the WG, and the instrument scienceteam. Changesto thislist
may be made using Data Acquisition Requests (DARS). A user submitted DAR will be accepted for
scheduling on the basisof the prioritiesthat are preassigned by the Project Scientist. It ispossiblefor
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the unaffiliated user, who has not been assigned apriority by the Project Scientist, to beallowed to
submit DARsat alow priority.

The DARswill be sent to the appropriate | CC, which will accept them or deny them based on the
guidelinesand priorities defined by the Project Scientist. Accepted DARswill be added to thetarget
list. The DAR acceptance criteriaand prioritieswill be based on anumber of factors, including the
affiliation of therequester (i.e., l1sversusagraduate student) and the type of sciencethat isbeing
requested. Periodically, the Project Scientist/instrument team may go through thetarget list and
remove DARsthat no longer meet the evolving sciencegoasor are of such low priority that their
probability of being scheduled istoo low. The same procedures arefollowed for Targets of Opportu-
nity (TOQOs). A TOO that iswithinthe current guidelinesand resourceswill be accepted. A TOO that
creates science conflicts, but for which there are guidelinesin place to resolve the conflict, may not
requiretheinvolvement of the Project Scientist. A TOO that creates science conflictsthat cannot be
resolved by the guidelinesmust be approved by the EOS Project Scientist.

The EOS Project Scientist or hisdesignee (e.g. the ESDI S Project Scientist) will normally not be
involved intheroutine day-to-day scheduling of theinstrumentsor the resolving of routine schedule
conflicts. The normal day-to-day scheduling will be amatter of balancing spacecraft and ground sys-
tem resources and will not requirethe Project Scientist'sinvolvement. Routine scheduling conflicts
will beresolved by following pre-established guidelines. The Project Scientist will only beinvolvedin
resolving scheduling conflictsthat have not been resolved using the pre-established guidelines.

Long-termPlanning:

Long-term planning will beinitiated by the EOS Program and Project Scientist, the WG and the sci-
ence planning groups from 6 monthsto 5 years before the actual instrument activitiestake place. A
long-term science plan will be devel oped and provided to the ESDI S project. The planwill establish
science prioritiesand objectivesfor each EOSflight. The plan may define periods of coordinated
activitieswith other EOS spacecraft, with other Earth science missions, and with selected ground
campaigns.

Thelong-term science plan will be disseminated by the SM C and made available through the
EOSDI Sinformation management serviceto PIS/TLsin planning their instrument operations. The
science community may al so have accessto the plan for usein defining DARsfor needed
observations on complex instruments, for coordinating correl ative measurements, or for planning
future science campaigns.

Using thelong-term science plan for guidance, the PIS/TLswill develop along-term instrument plan.
The contents of thelong-term instrument plan may befairly straightforward for smpleinstruments.
The planwill define periods of instrument activities; periodsinwhich spacecraft maintenance activi-
tiesshould beavoided, if possible; and periods of coordinated activitiesor specia calibration activi-
ties, if required. Thelong-term instrument plan for complex instrumentswill be substantially morein
depth. It will describethe guidelinesand prioritiesfor scheduling based on received DARS, TOOs,
and calibration or maintenance activities. The planwill a so provide more detailed information about
periods of coordinated activities, specific targets and coverage requirements, science objectivesfor
the upcoming period, and calibrations required before and after specific science observations.

The EOC will usethelong-term science plan to devel op along-term spacecraft operations plan. Sub-
system maintenance activities, subsystem calibrations, and spacecraft orbit adjustments must be
planned around science operations. These activitieswill infrequently occur and hencethelong-term
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spacecraft operations planisexpected to berdatively straightforward. The EOC will informthe
Project Scientist and the PIS/TLsof any changesin the spacecraft operational performanceaswell as
upcoming spacecraft maintenance activitiesthat may affect science operations.

Short TermPlanning:

Short-term planning may be required on occasion to perform needed adjustmentsto portions of the
long-term plan. These adjustments may be needed to support newly created science campaigns
(although most science campaignsfal under long-term planning) or to observethelong-term
impactsof recent TOOs (e.g., ail spillsor volcanic eruptions). Changesmay also berequired asa
result of spacecraft resource limitations caused by onboard anomalies. Changesthat greatly impact
thelong-term plan may trigger the need for an unscheduled IWG to revise science objectivesand the
long-term plan. Short-term planning will be coordinated among the Project Scientist, the PIS/TLS,

andthells.
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Figure3.6-1 Overview Of EOSMission Planning And Scheduling

Initial Scheduling:

Theability to maximize science operationsislargely influenced by the proficiency of the planning and
scheduling personnel (spacecraft and instruments) in devel oping aschedul e that has each instrument
effectively maximizing itsscientific return. The schedule must al so have the spacecraft effectively
using the limited space-to-ground resources(i.e., EOS ground stationsor SN/TDRSS).
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Prior to each spacecraft launch, spacecraft resourceswill be allocated to each instrument. It isthere-
foreanticipated that little or no resource contention should occur among theinstruments. The
primary purpose of initial scheduling will beto resolve conflictsamong requestsfor instrument
observationtime. Thisisparticularly critical for complex instruments, where late TOOs could
conflict with existing scheduled activities. Initial scheduling also providesthe FOT with early
scheduling datawith whichto perform data management by assessing therequired SN or EOS
ground station resources based on onboard recorder usage.

Initial scheduling will begin 3 weeksbeforethe Target Week (TW) (the week being scheduled),
resulting inaschedulerequest to the NCC for TDRSS servicesat approximately TW - 2 weeks.
[Scheduling of AM1 and proposed { post AM 1} EOS ground stationswill occur during thissame
timeframe.] For either TDRSS or X-band contacts, scheduling within the multi-mission erashould
attempt to resolve any EOS spacecraft conflicts (e.g., AM-1 and CHEM-1 requesting the same
contact period) internaly before requesting the service.

For complex instruments, the ICC isresponsiblefor providing the EOC with the operating schedule
and datarate profilefor the TW. AnIST will provide the EOC with any schedule deviationsfor non-
complex instruments. The EOC will factor inthe spacecraft’ s subsystem datarate profileto estimate
the spacecraft’ srecorder usage and determinethe SN and/or ground station resourcesrequired.
NCC processing of the EOC schedulerequest will result inan active TDRSS scheduleat TW - 1
week. Detailsassociated with scheduling of EOS[post AM 1] ground stationsisTBD.

The EOC will d'so manage other resource requirementsduring theinitial scheduling period,
including environmental considerations such asan instrument team'sdesireto maintain ajitter-free
or electromagnetic disturbance-free environment (not anticipated for AM-1), or thejustificationto
cause such disturbances during certain observation periods.

Final Scheduling:

During final scheduling, theinitia schedulewill be updated as necessary to be compatiblewith the
active EOS ground station or TDRSS schedul e (provided by the NCC). Fina scheduling will beused
to develop adetailed activity scheduleto support command generation.

TOOswill beincorporated into thefina schedule using the negotiated space-to-ground schedule.
TOOswill be added lessthan 24 hours before an observation if there are no schedul e conflicts. TOOs
that arerequested aslate as 1 to 6 hoursbefore an observation will be accommodated through real -
time commandsif possible. Theimpact of late TOOs on scheduling and the timeframefor accepting
TOOswill berefined asinstrument and spacecraft operations scenarios become better defined.

TOOsincorporated into the fina schedule may result inthe deletion of other planned activities.
Attemptswill bemadeto resolve conflictsusing any flexibility availablein the scheduling process.
The EOC will initiate resolutions, with the ICCsand/or | ST s representing the instrumentsin conflict.
Thefina authority in science conflict resolution will rest with the Project Scientist or hisdesignee.
The FOT will consult with the MOM/FOD inresolving conflictsrel ative to the spacecraft and
institutional resources.

3.6.2 Command Operations

Ground commands can include both real -time commands (for immediate execution) and command
loads (for storage and delayed execution by the spacecraft onboard computer or the instrument
microprocessors). Command loadswill alow the spacecraft to operate autonomously for at least 24
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hours, although the capacity of the onboard recorderswill determinethe length of time between
contacts before science dataarelost. Real-time commands are used primarily to support initia
activation, contingency operations, and recorder operations. Normal operationswill consist of daily
command loads, tableloads, and real-time commandsfor recorder operations. EOS command
operationswill make use of Relative-Time Sequence (RTS) commandsand Absolute Time
Command (ATCs) sequences. RTSsand ATCsare sequences of commands, whose content and
timing are defined inatable stored within the spacecraft onboard computer memory. The spacecraft
will havethe capability to inhibit someor dl stored commandsthat haveyet to be executed, which
will prevent stored commandsfrom interfering with the execution of contingency/emergency
commands.

All commandsfor the EOS spacecraft will be sent through the EOC. Instrument activity schedules
(indicating instrument commanding, if required) may beinput from theremoteinvestigators 1STsto
the EOC for non-complex instruments. In general, instrument command requests and/or loads origi-
nate at the | CCs/ISTsand aretransferred to the EOC, while spacecraft subsystem commandsand
loadsoriginate at the EOC. The EOC may optionally storeinstrument command groupsina
command database, as negotiated with each instrument team.

Many of the activitiesthat occur during areal-time contact arerepetitive by nature. In order to
provideahighleve of rdiability whileat the sametimefreeing the operations personnel from
repetitive operations, aground script will be generated to encapsul ate the activitiesthat occur during
areal-time contact into atime-ordered sequence. These activitiesare automatically executed during
thereal-time contact. The scriptswill beflexible, allowing operations personnel to deviate from them
or inhibit portions of them asneeded. Ground scriptswill allow operations personnel thefreedomto
support activities such asanomaly detection and resol ution of anomaliesby freeing them from
routineresponsbilities.

Command |loads and tableloads are generated at the EOC based on inputsfrom adetailed activity
scheduleand on datareceived from FDD (e.g., TDRS State Vectors). The EOC will dso receive
instrument software |oads from instrument teams and spacecraft software loads from the software
development facility and will convert theminto an uplinkableformat. Upon completion of the
command generation process, loadswill be validated to ensure that they agree with the activity
schedule. Thisvalidation may consist of the EOC checking the header on the uplink data(e.g.,
command loads or tableloads) to verify that theload isconsistent with the activity schedule.
Command requestswill be sent by the instrument teamsin the form of command mnemonics. The
EOC isresponsiblefor generating the command bit pattern and performing constraint checkingto
ensurethat the sending of acommand does not violate any predefined constraints. Theinstrument
teamsat the | STS/I CCswill beresponsiblefor checking instrument softwareloads. Certain
commandswill beidentified within the spacecraft PDB ascritical commands. Critical commandsare
those commandsthat if sent may place the spacecraft into apotentially unsafe condition. These
commandswill require a“two step” command process, where the command controller must
manually okay acritica command for uplinking.

Command execution will beverified asfollows:

Command Operations Procedure-1 (COP-1) protocol will be used to assure error-freetransmis-
sions. The EOC forwardsal commandsto EDOS intheform of Command Link Telemetry Units
(CLTUSs). EOC createsthe physical layer of the COP protocol) by appending an acquisition
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sequenceto the beginning of acommand string to ensure bit lock onboard the spacecraft. Anidle
sequenceisinserted between CL TUsto maintain the command link. Alternately, the acquisition
sequence may be placed at the front of each CLTU during periodswhen individual commandsare
sent rather than agroup of commands. Upon correct recei pt of the command onboard, the space-
craft generatesaCommand Link Control Word (CLCW) that isappended to ahousekeeping
telemetry packet. EDOS stripsthe CLCW from the telemetry stream and forwardsit to the EOC
to compl ete the command recei pt process.

Thereal-time housekeeping stream will contain information regarding the configuration of the
subsystems or instrumentsin response to command execution. For example, if acommand issent
to switchto gainsetting A, thetelemetry shows"GainA." All stored commandsand tableloads
uplinked to the spacecraft will beretained at the EOC and compared with the spacecraft dump
imageto verify uplink integrity. The EOC will generate command history logsand send themto
the GSFC DAAC for archival.

3.6.3 EOSTedemetry

The spacecraft will generatefivetypesof telemetry data: housekeeping, engineering, ancillary, diag-
nostic, and science. Housekeeping data originate in the spacecraft subsystems and the instruments.
These dataconsist of the critical operating parameters necessary to monitor health and safety. The
instrumentswill send their housekeeping datato the command and data-handling subsystem, which
will integrate the spacecraft and i nstrument housekeeping datainto the CCSD S housekeeping
telemetry packetsto be sent to the ground and used by the EOC and | CCs/I STsfor health and safety
monitoring.

The engineering data are associated with the operation of theinstrumentsand typicaly includetem-
peratures, voltages, currents, status, positions, configuration, and instrument processor memory
dumps. Engineering dataare usually asuperset of theinstrument housekeeping datainthat dl the
housekeeping parameters either exist inor can be derived from the engineering data.

Ancillary data (asubset of datafrom the spacecraft subsystems), such as spacecraft orbit and attitude
data, will be generated onboard the EOS spacecraft. The ancillary datawill be made available by the
spacecraft data system to theinstrumentsfor use within theinstruments onboard data systemsas
needed. Theancillary datawill be downlinked with the science stream, processed, distributed, and
archived aspart of thelevel O datasets.

Diagnostic data, which are not normally part of the transmitted housekeeping data, will be collected
and downlinked for usein memory load verification, anomaly diagnosis, or performance anaysis.
These data may include memory dump data, telemetry dwell data, and software-generated diagnostic
data.

During normal operations, science dataobtained from instrument sensorswill be collected and
recorded on high-raterecordersfor playback viathe EOS ground stations (TDRSSfor AM-1)* The
science datamay be downlinked inreal -time during instrument checkout periods or for anomaly
investigation. Other DAS services(i.e., DB and DL) will downlink selected sciencedatainreal-time
to users.

3.6.3.1 AM-1 Science Data[Contingency Operations]

Wallops ground station X -band backup siteswill be used to downlink sciencedatafrom AM-1inthe
event SN communicationsinterfaceislost. Wallopswill provide ascheduleto the EOC based on the
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AM-1 predicted orbit, within 1 hour of call-up. All AM-1 science datawill be captured whenever
spacecraft isinview. Two northern latitude stations (Fairbanks, Alaskaand Spitsbergen, Norway)
will be called up to provide X -band science backup support if apermanent failureoccurs. The
Nascom Division Chief, upon notification by the ESDIS Project Manager or the Mission Operations
Manager (MOM) of adeclaration of emergency, will immediately notify the carriers (Americom,
Domsat etc.) that serviceisneeded ASAP. The“emergency” declaration allowsNascomto forego
the standard bidding process normally associated with securing thelowest costs, etc. Based upon
previous Nascom emergency call-up experience - an overseas communicationsinstallation will
nominaly requireaminimum of 30 daysfrom call-up to User operations.

3.6.3.2  Expedited Data Service

Asaresult of there-baselining effort for EOS, the requirementsfor the EOSDISto produce higher
level [Level 1 and above] quick-look products was del eted and replaced with requirementsto
produce level zero expedited datasets[EDSs]. During anorma TDRS contact, EDOS capturesthe
Ku-band playback data stream, containing both housekeeping and science data. At the conclusion of
the spacecraft contact session, EDOS beginsleve 0 processing of thedatainto EDSs, and
production datasets[PDSs]. Therequirement for EDSswill residewiththe |OT, and beincluded in
instrument database updates or command loads asflagsto beinserted inthe proper dataonboard the
Spacecraft.

Data Processing

The EDOS leve zero processing facility [LZPF] provides production data processing and expedited
dataprocessing. Expedited data processing, athough similar to production data processing, does
not remove redundant packets between contacts. Production data processing includesdata packets
from one or more contact sessionsthat are sorted, sequenced, counted and quality checked. A
production dataset [PDS] isgenerated by deleting redundant packets and adding quality
information.. EDS processing focuses on single contact sessions and does not take into account any
datareceivedinaprevious contact session. Two ED Sscould therefore contain the same data.
Redundant datawithin an EDS however, isremoved. Thisredundancy will occur when the same
section of the spacecraft recorder isdumped more than once during asingle contact session. All
contentsof an EDS arelimited to datareceived during asingle spacecraft contact session. Data
packets contained inan EDS are a so included in production data processing for the same spacecraft
contact session. The EOSDIS Ground System can accommodate, for expedited data processing, a
total of two percent of dl datareceived over a24 hour timeframe.

Nominal Expedited Data Processing

For nomina expedited data processing, aquicklook flag, initiated by the |OT viaan updated micro-
processor load or command request, issent to the EOC to set the quicklook flaginthe datato be
expedited. The EOC inturn, buildsthe necessary command block to set the quicklook flag and
uplinksto the EOS spacecraft viaEDOS and the Space Network. In EDOS, the datawhichisflagged
for expedited processing isprocessed first... EDS processing limitsthe datastaging to asingle
contact session. Sincethedataineach EDSisincluded inaPDSfor the same coverage period, the
EDSwill bedeleted by the DAAC oncethe PDSisreceived. After 48 hours, the EDS will be deleted
fromthe DAAC regardless of receipt of an associated PDS.

Non-Nominal Expedited Data Processing
There are some non-nominal modes of operationsthat affect expedited data. During launch and early
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orbit, thelimitationson the 2 % [of total] for expedited datamay berelaxed to accommodate instru-
ment activation and calibration. In addition, aninstrument problem will impact the normal
production processing of that instrument’ s sciencedata. I n thissituation, the requirement for
expedited data processing may be greatly increased, depending upon the situation. Spacecraft
maneuversand other preplanned events are expected to alter the nominal expedited data processing,
asare unplanned events which may occur for which there areno formal proceduresto follow. Inthis
casethe FOT, in conjunction with the science community, will establish an agreeablelevel of
expedited datanecessary.

ASTER Expedited Data

Dueto thehigh datarate of ASTER, the maximum amount of expedited dataper spacecraft contact
sessionisone minute[vs. 2%]. Theformat of EDSsfor ASTER isthesameasthe ASTER PDSs. Itis
different than theformat of EDSfor the other instruments. ASTER EDSswill contain multiple appli-
cation processidentifiers[APIDs]. ASTER does not receive EDSs or PDSsmade of sngle APIDs.
The ASTER PDSformat has been implemented by EDOS and the transmission line bandwidth
between the GSFC DAAC and the ASTER GD Swill handle datafilescontaining the equivalent of
two ASTER scenesper day [ per Japanese expedited datarequirement].

3.6.4 EDOSHandling of Spacecraft Telemetry

Telemetry from al EOS spacecraft will normally be downlinked to EOS ground stations (TDRSS on
AM-1). Thedataarethen forwarded to EDOS. EDOSwill provideavariety of return link services
for level O processing, real-time processing, expedited data processing, and rate-buffered delivery.
Real-time housekeeping data will go directly from the EDOSto the EOC/ICC for health and safety
monitoring. EDOSwill begin sending rate-buffered data to the EOC viafileto filetransferswithin
fiveminutes of the end of acontact session. Dataidentified (by aflag set in secondary header of the
data or verbaly) will nominaly be sent to the DAAC withintwo to three hours after the compl eted
contact session. Level 0 processed data setsfrom EDOSwill be delivered to the specified DAACsS,
and other datafacilitiesas negotiated premission. Rate-buffered data of selected instrumentswill be
delivered to an agreed-upon pickup point for use by NOAA.

3.6.5 Spacecraft and Instrument Health and Safety M onitoring

Monitoring will be performed to ensure the health and safety of the spacecraft and instruments. The
sampling interval required by the EOC and the instrument teamsfor effective health and safety moni-
toring of spacecraft subsystemsand instrumentswill be determined for each spacecraft.

I nstrument Monitoring:

Monitoring of theinstrument housekeeping dataisrequired to verify that the instrument isoperating
within prescribed limits, issafe, and isnot adversely affecting spacecraft subsystemsor other instru-
ments. |CCswill be primarily responsiblefor health and safety monitoring of their instruments, with
the EOC providing support for health and safety monitoring. Instrumentswith ISTswill primarily be
monitored at the EOC, with instrument personnel using | STsto support this process. Theinstrument
team may assume primary responsi bility during contingency periodsor periods of increased instru-
ment activity levels. The EOC will provide raw housekeeping datato the | ST's, which decommutate
thedataand display it for theinstrument teams.

Spacecraft Monitoring:
The EOC will monitor the spacecraft housekeeping data of each spacecraft subsystem for health and
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safety and verification of proper subsystem performance. Thisresponsibility includes monitoring al
spacecraft subsystemsfor correct performance, verifying the status of al resources, and detecting
any anomalies. The EOC will provide 24-hour support for spacecraft health and safety monitoring.
The EOC will providethe capability to perform alimited state check upon initiation of area-time
contact session. Based on expected onboard operations and command executions, the EOC will
generate aset of telemetry parametersto predict the current state of the spacecraft. Upon
verification of the space-to-ground link, the EOC will automatically compare predicted and actual
telemetry and notify the appropriate flight operations personnel of any discrepancies.

3.6.6 Solid State Recorder M anagement

Largevolumesof sciencedatawill be collected from theinstruments on EOS spacecraft and will be
stored onboard using solid state recorders. Solid state recorders provide the capability to assignlogi-
cal bufferswithin the storage area. Each buffer can be sized to store science and engineering data
from one or moreinstrumentsbased on aVirtual Channel Identifier (V CID) located within the data
headers. Bufferscan be played back inany order, providing the operations personnel with greater
flexibility during space-to-ground contacts. The size of theserecorderswill allow sciencedatato be
stored for anumber of orbits (2 orbitsof storagefor AM-1) without aground contact beforetheir
capacity isreached and dataislost. There may a so be contact periodsinwhich poor space-to-
ground linksor ground system errorsresult inthe need to replay portions of the recorder before data
isoverwritten and lost. Thus, the management of thislimited spacecraft resourceisessentia to
ensurethat dl science data collected isdownlinked and processed by the ground system. To
accomplish thistask, spacecraft housekeeping tel emetry, along with operations management data
generated by EDOS, isanayzed. The EOC will devel op asoftware model for each spacecraft's
recorder inorder to accurately predict the volume of dataonboard. Thistool will be used during
planning and scheduling in order to adequately space ground station and/or TDRSS contacts based
on planned observations. During real-time contact periods, the predicted volume of datain each
buffer can be compared to actual valuesto aid in determining if an anomaly occurred during the back
orbit. Thereal-time dataand operations management dataare fed into the model in order to updateit
andto alow it to provide suggested playback commandsor to replay portions of the buffersthat
weremissing or of poor quality.

3.6.7 PerformanceMonitoringand Assessment

I nstrument Monitoring:

Theinstrument teams, viatheir ISTs, will beresponsiblefor sustaining engineering and maintenance
of their instruments. Sustai ning engineering isan ongoing assessment of instrument performance that
isobtained by analyzing sel ected housekeeping and engineering datain conjunction with theresults
of monitoring activities. Adjustmentswill be made, if possible, to theinstrument to maintain
predetermined performance parameters. Theinstrument teamswill perform trend analysisover
varying time scalesof instrument operations. Thisfunction will allow degradationsininstrument
performanceto berecognized before they becomeirreversibleand will allow re-evaluation of
instrument resourcesfor adegrading but still functioning instrument. I nstrument teams may request
engineering dataand analysis products from the EOC to support their performanceanadysis. The
EOC isresponsiblefor obtaining the engineering datafrom the DAACsand providing the | STswith
analysisreports or the raw engineering telemetry for decommutation and analysisby the instrument
teams.
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Spacecraft Monitoring:

TheFOT at the EOC will track and control the alocation and rate of use of spacecraft resourcesto
maximizeaspacecraft’ suseful lifeand scientific datareturn (some of the spacecraft resources moni-
tored are showninFigure 3.6-2). Thistask may be smplified depending on the spacecraft. For
instance, the only anticipated initia resource tracking expected for AM-1 isthe storage of data
withinthe solid state recorders. The FOT will eval uate subsystem performance and subsystem trend
analysesto determinerequirementsfor spacecraft calibrationsand to identify potential problemsin
upcoming spacecraft calibration support. The FOT will use spacecraft andysistoolsfor short-term
and long-term assessment of spacecraft performance. Additionally, the spacecraft devel oper may
provide specialized spacecraft anaysissoftwareto assist inthesetasks. The FDF will provide orbit
and attitude evaluationsto enable an overall assessment of spacecraft performance.

4 POTENTIAL ) 4 SPACECRAFT RESOURCE\ (UTILIZATION OF SPACECRA%
INFORMATION SOURCES MONITORING RESOURCE INFORMATION
RT TELEMETRY SOLID STATE RECORDER SPACECRAFT PERFORMANCE
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Figure3.6-2 Overview of EOS Spacecr aft Resour ce Tracking

3.6.8 DataQuality Assuranceand Data Accounting/Data Accountability

Effective dataquality assurance and data accountability demand near real-time collection of status
and quality statisticsfrom the different data handling and processing phases from the moment the
dataare generated onboard the spacecraft.

Data Quality Assurance:

If the quality of the downlinked dataisunacceptable, an orderly investigation into the cause of the
degradation will be conducted. If the problemistraced to the spacecraft, the EOC and/or ICCg/ISTs
will initiate appropriate operations proceduresto command the spacecraft and/or instrumentsto
correct the problem. EDOS and the NCC are the primary source of early dataquality checks. EDOS
will provide accounting, status, and quality statisticsto the EOC inthe form of Customer Operations
DataAccounting (CODA) reportsevery 5 seconds during acontact session and the NCC will
providethe EOC with User Performance Data (UPDs). In addition, management information
regarding EBnet operationsisincluded inthe CODA to providethe EOC with the status of the
EBnet network inorder to determineif thelossor degradation of the dataiscaused by the ground.

Data Accounting/Data Accountability:

End-to-end dataaccounting isarequirement that can be accomplished if both the onboard data
system and the ground system designsinclude enough information in the telemetry to performthis
function effectively. Dataaccounting will be performed for al datareceived and processed through
EDOS and acquired at the EOC and the DAACs.
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Theinstrumentswill be designed to send information inthetelemetry (engineering datastream) to
support dataaccounting/dataaccountability. Thisinformation will helpthe | CC/IST to determine
unambiguoudy what dataare being generated by theinstrument at al times. Thisinformation will be
used in EOSDI S, along with logs and operations schedul es, to ensurethat dl datagenerated onboard
arereceived and processed on the ground. A ccounting and accountability for dl EOSDI S data prod-
uctswill be performed by theelementsthat produce them. The SMC will perform system-wide
accounting and accountability. Dataaccounting/data accountability reportswill be sent to the
DAACsfor archival and distribution.

3.6.9 DataArchival and Distribution

Many datatypesand processing resultsrequire on-line (short term) and off-line (long term) storage
within the EOS ground segment to support operations. Timely accessto recent dataarerequired to
support spacecraft and instrument health and safety and performance evaluationsor to obtain data
lost due to communications outages. Datawill be primarily stored at the EOC, the EDOS and the
DAACs. All EOStelemetry (see Section 3.6.3) will beleve 0 processed by EDOS and stored as
archived data sets. Thisdataincludesthe housekeeping and associated ancillary data, engineering
and diagnosticsdata, and the science data.

Short Term Storage:

The EOC will provide short-term storage of operations history data such as spacecraft schedules,
command logs and housekeeping and engineering data. The datawill betransferred to the GSFC
DAACwhenthe FOT doesn't anticipate aneed to retrieve the dataquickly. Operations history data
will benormally stored inthe EOC for about 7 days, but may remainlonger if itisconsidered neces-
sary.

EDOSwill provide on-linestorage (for up to 30 days) of level O datafor timely retransmission of
selected data sets, if requested.

Long-TermSorage:

The EDOSwill provide abackup archive of level 0 dataproductsfor thelifeof the EOS mission plus
3years. The DAACswill bethe primary archivefor level 0 or level 1adata products. Long-term
storage of higher level productsand their distribution are discussed in the EOS Science Operations
Concept document.

3.6.10 EOSDISBackbone Network

The EOSDIS Background Network (Ebnet) provides mission network communications involving
the transport of operational real-time data required for command and control of the EOS
spacecraft and the transport of level 0 production science data sets to the DAACs and
international gateways. Ebnet services are dedicated to providing connectivity among the DAACs
for transporting bulk data orders to other DAACS.

The NSI network provides essentia external network services. The NSI provides the required
services to accomplish the quality assurance functions at the designated science investigator sites.
NSI aso provides connectivity among users, facilities and EOSDIS.

Each network will be managed by the organi zation providing the communications network. Specifi-
cally Ebnet and NSI will managetheir own network. The SMC will receive copiesof troubletickets

EOS MISSION OPERATIONS CONCEPT Page 49



4/15/98

fromboth network management centers. Troubl eticket information will be exchanged among
respective network entitieswhen the problem resides outside agiven network.

3.6.11 System Management

The SMCwill provide asystem-wideview of EOSDI S operations. The SMC providesfor system-
wide coordination of activitiesat individua site or element locationsthrough itshhigh-level
cognizance of and direction on resource configuration. Thiscoordination ensuresthat the ground
system activities and resources needed to successfully conduct science operations are properly and
efficiently shared among €l ements. M ore detailsregarding SM C operations can befound inthe
Science Operations Concept document.

Local System Management (L SM) servicesare provided at siteswithinthe EOS Core System
(primarily the EOC and the DAACs) to coordinate management activities between sitesand with the
SMC. TheLSM alowsthe SMC to monitor ground operationsat the sitesin order to evaluateitems
such asground system resource usage and system performance. Thisinformation may be used to
develop and alter the system policiesand procedures used to maximizethe overall system perform-
ance.

3.6.12 Operations Management Data

Operations Management Data(OM D) are used to manage operations and interfaces within various
segments of the ground system and to perform system monitoring and coordination. OMD are
required during real-time operationsfor verifying real-timeinterfacesthrough test messages and for
performing fault identification, isolation, and recovery. For non-real-time operations, OMD are used
for dataaccounting, system performance monitoring, servicerequests, and for transferring delivery
records, schedules, summary reports, and more. Decisionsinvolving the type of information con-
tained within OM D must bewell thought out at both the segment level and the system level. Data
must be chosen to allow the abovereal-time and non-real -time activities to be performed in the most
efficient manner.

3.7 CONCEPTSFORCONTINGENCY OPERATIONS

Contingencies can result from anomalies or faults associated with the space and ground segments
and/or the space-to-ground communicationslinks.

3.7.1 Spacecraft Contingency/Emer gency Oper ations
Anomaly/Fault Detection and I solation:

The spacecraft will provide variouslevelsof automatic and manual detection and recovery from
faults. Spacecraft onboard computer systems, with operations support fromthe FOT, will performa
set of fault detection and isolation operations. The number of automatic operations performed will be
based on the capability of the onboard computer to safely perform the necessary correctionsor
alternatively to placethe spacecraft into asafe mode.

Alter native Spacecr aft Operations Modes:

During itsoperations phase, aspacecraft may transition into various degraded modes of operation to
perform spacecraft maintenance or orbit adjustment, if required. Under certain failure scenarios, the
spacecraft may switch to asafe mode (when the spacecraft onboard computer failsor isnot perform-
ing correctly) or asurvival mode (when available power to the spacecraft islimited due to an anom-
aly). Under these conditions, the spacecraft subsystems and instruments are placed into arelatively
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benign mode and the overall spacecraft may be maneuvered into apower-positive orientation. The
spacecraft can enter asafeor survival modefromal other modes or from ground control of the on-
board logic. Returnto normal operationswill require manua intervention at the EOC to ensure
proper spacecraft function before modetransition.

During degraded modes of operation, the EOC will requireincreased support from the appropriate
subsystems engineers, and possibly the spacecraft smulator, for fault detection, isolation and recov-
ery. Increased use of the SN and GN/WOT Sfor dataanaysisand commanding may a so berequired.

3.7.2 Space-to-Ground ContingenciesEmer gencies

To support contingency/emergency operations, the spacecraft will usethe TDRSS, the GN and the
WOTS. Operations using these ground elements are solely for spacecraft and instrument com-
manding and for spacecraft and instrument health and safety monitoring.

Direct Playback (DP) Contingency for AM-1

The DPwill be used as a science databackup mode for the AM-1 spacecraft inthe event of an
extended or permanent loss of the normal high-ratelink. The primary method of dataretrieval will be
viathe DP service, whichwill downlink al datafrom the high-rate recordersto selected EOS X-band
ground stations.

3.7.3 Ground System Contingencies

Ground System Redundancy:

Devel oping adequate redundancy withinthe ground system hardwareisof particular importanceto
maintai ning ground system operability. The EOSflight operations componentswill bedesigned to
ensure adequate redundancy within the ground system and the operations network that linksthem.
Systemsthat perform real-timefunctionswill maintain ahigh reliability, maintainability and availabil-
ity (RMA) leve (e.g., RMA for the EOC is0.9998). External ICCswill need to provide adequate
redundancy intheir own ground systems. The EOC, however, will perform critical instrument health
and saf ety monitoring asabackup to |CC monitoring. The EOC will al so store instrument commands
to be uplinked under certain instrument contingency scenarios, as negotiated with each of theinstru-
ment operationsteams. Communicationsreliability isalso acritical element for flight operations.
Within elements of the ground system, redundancy must be provided to ensure automatic transition
to backup networks. For example, the EOC network will operate using dual FDDI ringson both
operational and support LANSs. The support network will handle non-real-timefunctionsto ensure
efficient network use by segregating traffic (e.g., Spacecraft anaysis, 1& T, and FOT training). Since
hardware can be connected to both the operational and support LANS, ahighlevel of availability can
bemaintained. EBnet will also provideahighleve of reliability to ensure delivery of databetween
themission critica components(e.g., EDOS, EOC, DAACS).

Anomaly Detection and Resol ution Oper ations:

EOS operations personnel will be exposed to avariety of anomaliesdueto hardware and software
problemsaswell asoperational errors. A number of steps may betaken to respond to aparticular
problem and return to normal operations quickly but safely. Thefirst two of these stepsare fault
detection and isolation. The ground system will be devel oped to provide operations personnel with
ground-generated telemetry containing the information needed to not only quickly detect anomalies
but to isolate the component responsiblefor the problem. Faultswithin componentsthat affect the
systemwill beautonomously recovered if possible. If not possible, fault accommodations must be
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performed to activate atemporary work-around until the normal state can berestored. Fault analysis
may involvetheformation of "tiger-teams’ to bring together expertsin the specific areaof the prob-
lem. Once afault has been analyzed and aresol ution proposed, the resolution will be vaidated if pos-
sibleto ensure correctness before bringing the system back on-line. Any newly devel oped commands
or procedures must bewritten and signed off by the responsi bl e subsystem engineers, the instrument
operationsteam (if applicable), and the Flight Operations Director (FOD) beforethey are performed
or uplinked. Finally, certain resol utions may require follow-up testing to ensure that the component
isoperating as expected and that systemsoperationsare not adversely affected.

Contingency Procedures:

In addition to losing science data because of spacecraft anomalies, problems during ground system
operations may also cause val uable science datato belost. These problemsmay be greatly reduced
by using contingency operations proceduresfor anomaly conditionsthat have been anticipated and
for which solutions have been validated. Contingency procedure devel opment will be acoordinated
effort of theflight and instrument operationsteams and their respective engineering teams. The
procedureswill be verified using spacecraft ssimulatorswhenever possible. Responsesto anticipated
contingenciesmay beinitiated using planned and validated proceduresfor spacecraft check-out,
verification, and normal operations. These procedures providethe capability for quick responsein
the event of ananomaly.

Softwareresident inthe EOS ground segment will be designed to allow semiautomatic execution of
preset procedures or operationa sequences. Command procedures and telemetry displayswill be
rebuilt and stored. If aneed arises, the operator may modify command procedures beforetransmis-
sion. Not al contingency cases can be predefined and, in certain cases, workaround procedures will
haveto be devel oped and operations a ert messagesissued. |f theworkaround procedure needsto
become a permanent procedure, the operations alert will be del eted oncethe modificationis
validated and approved by the configuration control board.

3.8 CONCEPTSFOR SPACECRAFT CROSS-OVER OPERATIONS

It isexpected that spacecraft will be replaced whileresources are sufficient to allow the spacecraft to
remain operabl e during the 6-month crossover period. The old spacecraft will be replaced by anew
spacecraft containing instrumentsthat examine the same basic phenomenaasthe old spacecraft. The
replacement spacecraft will bedelivered to the operational orbit, and every effort will bemadeto
keep the old spacecraft operational until the replacement spacecraft has been verified as operational
and dl necessary cross-calibration has been performed. During this period, both spacecraft will be
performing concurrent operations. One hundred percent of the housekeeping and science datawill
be downlinked during this period. Appropriate procedures and safeguardswill befollowed to
prevent adverseimpacts on ground system and spacecraft operations. Operationswill be closaly
coordinated between spacecraft to minimizethe additional load on the ground system components
and the network traffic.

Thetransition of operationsfrom the operating spacecraft to the replacement spacecraft will be
accomplishedinacontrolled fashion. Once the spacecraft subsystemsand instrument operations
have been verified and cross-calibration compl eted on the repl acement spacecraft, the replaced
spacecraft will be placed in asafe mode configuration. EOS spacecraft will be disposed of according
to NASA Management Instructions (NM1).
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SECTION 4. OPERATIONSORGANIZATION AND MANAGEMENT

41 THEEOSMISSION OPERATIONSSTAFF

The EOS mission operations steff isled by theMOM. The EOS MOM hasresponsbility for overall
EOS mission operations. The MOM devel ops mission operations concepts and requirements, and
coordinatesthe devel opment of atotal mission operations system. The MOM coordinatesmission
operations support among the various EOSflight projects, the MO& DSD institutional elements, and
the ESDIS Project. The MOM isresponsiblefor coordinating mission operations planning and inter-
facing between the spacecraft devel oper, external flight operations elementssuch asthe ASTER

| CC, and the ECSflight operations personnel. The MOM coordinates FOT training at the EOC,
conducts prelaunch ssmulations and readi ness exercises, and prepares the mission operations system
for launch. After launch and spacecraft verification, the MOM hasoverall responsibility for the
operation of all EOS spacecraft to fulfill the mission objectives.

The OMsfor each flight project provide flight operations concepts and requirementsfor each space-
craft and provide spacecraft-specific training for the FOT. The OMsarrangefor training for the FOT
inthe design and operations of their respective spacecraft. The OMssupport dl prelaunch activities
through launch plusapproximately 3 to 6 monthsfor each spacecraft within aseries.

The EDOS and EBnet Project Managersareresponsiblefor the development of EDOS and EBnet
elements. Itisalso theresponshbility of these managersto name operations managersfor each
element, who inturn will be responsiblefor ensuring operationstraining and day-to-day operations.
The staffing plansfor EDOS and EBnet are currently to be determined and will be devel oped as each
element progressesthrough itsdesign phase.

AnFOD isassigned for each spacecraft and isthe central point of contact for day-to-day decisions
concerning spacecraft operations and resources. This provides an independent advocatefor each
spacecraft to ensurethat resources are distributed equitably. The FOD consultswith the MOM, the
OM (asneeded) and Project Scientist or his/her designee as necessary to resolve conflicts.

A Hight Operations Manager [FOM] will be provided by the operations and maintenance contractor
and will advisetheMOM onthe overal status of the EOC and theSTs. The FOM hasoverall
responsibility for dl FOT technical and management functions. External 1CCs, such asthe ASTER
ICCfor AM-1, will beresponsiblefor designating an operations manager to work with the MOM
and the FOM on any | CC issuesthat arisethat may impact the |CC or FOS.

Other on-lineand off-line management positionswill be responsiblefor such activities as spacecraft
engineering, configuration management, FOT training, and administration. These positionswill be
defined asthe design phase matures.

The FOD issupported by various on-line and off-line operations support personnel. Theon-line
flight operations staff consists of a spacecraft operations supervisor, acommand controller, and
spacecraft and instrument health and safety evaluators. The on-line staff arelocated at the EOC.
Operations support personnel at the EOC include a planning and scheduling staff and al normal
operations support personnel (e.g., logistics personnel). The planning and scheduling and operations
and engineering support personnel for theinstruments perform and/or support operationsthrough
thel CC or the | STs. Theseindividualsmay includethe Pls, Co-Is, TL/TMs, instrument teams, and
instrument sustaining engineering and maintenance teams. The spacecraft sustaining engineering and
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maintenance staff will include engineering personnel with expertisein spacecraft subsystem or
instrument hardware and software. Subsystem engineering personnel areinitially provided by the
spacecraft devel oper and may reside at the spacecraft devel oper'sfacility after spacecraft checkout.

42  MULTIPLE SPACECRAFT OPERATIONSSTAFFING CONCEPTS

Theflight operationsteam staffing philosophy advocates extensive cross-utilization of individualson
more than one spacecraft for increased efficiency and cost effectiveness. Cross-training for the vari-
ous positionsincreasesflexibility of the overall team and reducestheimpact of contingency opera-
tions. Asdiscussed earlier, asmany asfour EOS spacecraft will be on-orbit smultaneously. The
cross-utilization of operations personnel isaconcept that should beimplemented only after the
launch, checkout and verification period has been compl eted and the on-orbit operation of the
spacecraft isfully understood.

There are severd factorsthat must be wel ghed when determining the extent to which operations per-
sonnel can perform operations functionsfor multiple spacecraft. First, can the ground system archi-
tecture support amultispacecraft operations philosophy? The architecture must be robust enough so
that workstations can connect to multiple spacecraft strings. Aswasdiscussed in Section 3.3.1, the
flight operation architecturewill provide such aframework. User workstations can connect to multi-
plelogica strings, with eachlogical string representing adifferent spacecraft or operations process.
Second, to what extent isthere commonalty acrossthe many EOS spacecraft and instruments? EOS
PM-1 and CHEM-1 will be devel oped using acommon spacecraft bus. Therefore, the amount of
cross-utilization should be significant for these spacecraft. If dl EOS spacecraft are designed to pro-
vide commonalty whenever feasible, then the number of operatorsrequired for al spacecraft may be
sgnificantly reduced. Althoughthe LALT spacecraft are significantly smaller than the other EOS
series, commonalty within certain spacecraft subsystems may be possible (e.g., communications
subsystems). A number of EOS instruments are manifested on multiple spacecraft. Thisshould allow
amulti-instrument operations concept to be used. Thethird itemisan unknown factor, the stability
of spacecraft and instrument operations. If instruments and spacecraft subsystemsare performing as
expected, operations personnel will be ableto handle multiplefunctions. If the spacecraft and or
instrumentsare not performing nominally, then adedicated staff isneeded to ensure spacecraft and
instrument health and saf ety .

Thefactorsaboveinfluencedl flight operationsfunctions, although the overall complexity of each
functionissomewhat different. The possibility of multiple spacecraft operationsin planning and
scheduling, commanding, health and safety analysis, performance anadys's, and sustaining engi-
neering are discussed inthe following paragraphs.

Planning and Scheduling:

The extent to which operations personnel can provide scheduling servicesfor multiple spacecraft and
instrumentswill depend somewhat on the commonalty among instruments and spacecraft, but to a
greater extent it will depend on the overall complexity inthe operations of theinstruments. Targeting
instruments require dedicated schedulersto constantly update and refine observation periods. As
discussed in Section 3, aninitia look at the current EOS manifest indicatesthat most of the EOS
instrumentsare*“non-complex” intermsof the amount of ground interaction required to perform
observations. Thus, baselineactivity profileswill bethe normal method of scheduling instrument
observations, with few deviationsexpected. Thislimited amount of scheduling will allow schedulers
to be assigned to multipleinstruments on multiple spacecraft. Before additional spacecraft are
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launched and operational, acareful study should be undertaken to determine how best to dividethe
scheduling of “non-complex” instruments. In addition to the cost savingsprovided by cross-utiliza-
tion, certain scheduling functions may be most efficiently performed by alimited number of schedul-
ers. The scheduling of EOS ground stationsand TDRSS contactsfor al EOS spacecraft should be
internally conflict free before the contact periods are requested. Thisconcept will hopefully reduce
theiterative process of resolving conflictswith athird party such asthe NCC when the conflictis
between two or more EOS spacecraft.

Commanding:

The commanding of multiple spacecraft by the samereal-time controllers may bethought of astoo
great arisk to the health and safety of the spacecraft dueto the criticality of the operationsfunction
itself. The concept may be possibleif the scheduling of EOS spacecraft contactsisspaced to allow
adequate timefor the operatorsto end one session and sufficiently prepare for the next. However,
the concept of scheduling contactsto reduce the number of operatorswill introduce another variable
for schedulersto manage and hence should only be considered if schedulingisconsidered an easy
task to perform.

Spacecraft and Instrument Health and Safety and Performance Analyses:

Thereal-time spacecraft and instrument health and saf ety evaluators are smilar to the command con-
trollersinthat there must be enough operatorsto handle concurrent real-time contacts. The
commonality among spacecraft and instrumentswill bealargefactor indetermining the total number
of evaluators needed. An evaluator may also perform additional non-rea-timetasks(e.g., subsystem
trend analysis) aswell as performance analysistasks. Most of theinstrument performance analysis
will be performed by theinstrument teamsusing | STs at their homefacilities.

Sustaining Engineering:

The sustaining engineering staff consists of off-line subsystem experts required when anomalies
occur or when they must perform functions such asflight software updates. The commonality of the
EOS spacecraft will beamajor factor inreducing the number of sustaining engineersrequired for all
EOS spacecraft.
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SECTIONS. OPERATIONSSUPPORT

51 GROUND SYSTEM CONFIGURATION AND MAINTENANCE

TheDSM isresponsiblefor the development of the MO& DSD institutional elementsto meet mission
requirements. The ESDIS1& T manager isresponsiblefor end-to-end integration testing and valida-
tion of theEGS. TheMOM, with the aid of the FOD (onefor each mission) andthe ESDISI1&T
Manager, isresponsiblefor the operational readiness of the various mission operations el ements of
theMO& DSD ground system and the EOSDI S, and coordinates operational readinesstestsand
smulations. Thel& T Manager definesand verifiestheinterfacesamong EOSDI S elementsand
among internal and external elementsand facilities. The respective organizationswithinthe

MO& DSD prepare proceduresfor operations maintenance and configuration control for the
functional elements. Operations manualsare prepared detailing normal operations procedures,
proceduresfor aternate or backup operationsin cases of failure, and proceduresfor preventiveand
corrective maintenance.

TheMOM assiststhe DSM inreviewing plansfor facilities(i.e., space alocations, power needs, and
communication needs), particularly the new EOSfacility at GSFC, to ensuretheir suitability for
operations. TheMOM definesthetop level proceduresfor mission operations, ground system main-
tenance, and configuration control and establishesthe overall mission operationsteam. The
spacecraft contractor providesthe Spacecraft DataBase (SDB), spacecraft smulator, and other
information needed for ground system operation of the spacecraft.

Theconfiguration of al e ementsisfrozen at thetimeof operational acceptance and then maintained
by the respective organizations. The ESDI S Project CCB maintains configuration control of dl the
EOSDISelements. The EOSDI S elements devel oped by the MO&DSD (i.e., EDOS and EBnet)
maintain configuration control for specific e ementsthrough divisional CCBsand work withthe
ESDISProject CCB for configuration control itemsaffecting the Level 2 requirements, schedule and
cost.

52 FLIGHT SOFTWARE MAINTENANCE AND VERIFICATION

Configuration-controlled procedures are used to maintain the flight software for the spacecraft and
instruments. A software development facility will initialy be operated by the spacecraft devel oper to
maintai n the spacecraft flight software and to create updates as needed. Theresponsibility of thistask
will transfer to GSFC Hight Software Systems Branch (Code 512). Any changesto theflight soft-
ware are validated before uplinking the software for execution. Change control isenforced by aProj-
ect Configuration Control Board (CCB) to ensurethat al changesare proper and that earlier
versionsof the software are availableif anomaliesareidentified in subsequent versions. A flight
software testbed may be used to validate planned updatesto the spacecraft flight software.

I nstrument microprocessor flight software will be maintained by the instrument teamsat the |CCs
and/or I STs, who will perform configuration control and validate changesto the softwareloads.
Oncetheloadsarevaidated, they aretransferred fromthe |CC (or froman I ST inthe case of less
complex instruments) to the EOC for uplink. The EOC will validate correct instrument destination,
check for hazardous commands, and verify correct uplink of theloadsto the spacecraft.
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5.3 CONFIGURATIONMANAGEMENT

The EOS ground system operation resources are controlled through a Configuration M anagement
(CM) process. Varioussiteswithin the ground system (e.g. EDOS, EBnet, EOC/ISTs, and DAACS)
will beresponsiblefor maintaining the configuration of their respective hardware and software com-
ponents, along with other areas such as documentation and facilities. The ESDIS CCB isresponsible
for maintaining system-level configurations. Individual siteswill also beresponsiblefor adopting
their own local change procedures, which must be consistent with ESDIS CM policies. Changesat
the siteswill be sent to the SMC so that they may be documented in acentral location. Changesat the
local level that may benefit other sitesmay be considered for system-wideimplementation.

Additionally the ESDIS CCB will delegate responsibility and authority to the ESDIS Flight
Operations (FO) CCB to control Flight Operations Team (FOT) developed files, FOT procedures,
display pages, Project Data Bases (PDBs), as well as any other items requiring control by the
FOT. The CCB will be chaired by the Mission Operations Manager with appropriate
representation from the FOT and FOS development representatives. The ESDIS FO CCB CMO
will be responsible for retaining and maintaining the listing of items to be controlled and FO CCB
procedures. The FO CCB will use the ESDIS CCR form. Any changes affecting ECS Level 3
requirements (which include FOS) will be submitted by the FO CCB to the ESDIS CCB for
approval.

Project Data Base Maintenance:

A separate operational PDB will be devel oped for each EOS spacecraft. The spacecraft devel oper
will providethe spacecraft 1& T database before launch asthe foundation of the PDB. Each PDB
consists of one or more databases pertaining to the spacecraft and its subsystems, the instruments,
and the operation of the spacecraft asawhole. Contents of the PDB include e ementssuch as
telemetry format definitions, commands and identification of critical and hazardous commands, data
conversion factorsand formulas, limits, images of flight software data tables, and copies of
predefined rel ative-time command sequences stored onboard the spacecraft. The FOT may make
temporary, ad hoc changesto certain parts(e.g., to existing limitsor existing calibration curves) of
operational copiesof the PDB; however, the MOM or his/her designeemust initially approveal
temporary changes. Permanent changes must be submitted to the Flight Operations CCB for
approval beforeimplementation. Permanent updatesto the PDB must bevalidated and verified
beforethey are submitted for approval. The Mission Operations Management Team ensuresthat
proper approval procedures arefollowed inthe execution of mission operation maintenance
activities, including the maintenance of the PDB.

Documentation Preparation and Maintenance:

A very large volumeof referenceinformation will be necessary to prepare and sustain the EOSflight
operationsover the planned 20-year lifetime. The spacecraft contractorswill providethe FOT with
thefollowing types of documentation: subsystem descriptionsand detailed diagrams, subsystem
databooks, O& M manuals, flight software documentation, spacecraft databasesused during I& T,
and FOT training material. The ESDIS Project will provide documentation for EOSDIS. Each
instrument PI/TL will provide al necessary operations scenarios and procedures documentation to
the ESDI S Project so that the EOC may support instrument operations as specified before launch.
Theseproceduresincludeal limit or constraint checking necessary to monitor instrument health and
safety. During on-orbit operations, the PI/TL will providethe EOC with updatesto existing
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documentation as necessary. Should EOC instrument operational responsibility increase during the
flight, additional documentation to perform those functionswill be provided by the PI/TL.

During spacecraft operations, the FOT will provide periodic performance and activity reportsto the
project. Thesedatawill be used to evaluate the performance of the spacecraft and to ensurethat
future spacecraft are modified or enhanced based upon the current spacecraft's performance. This
documentation isalso used to support initia and recurrent training of operations personnel, training
of replacement personnel, problem identification and resol ution, and system modifications and
enhancements. A thorough, accurate, and useful reservoir of referenceinformation will be devel oped
and maintained to ensure theintegrity of systemsknowledge throughout the more than 20-year EOS
mission lifetime. Thisisbest achieved through the establishment and enforcement of uniform stan-
dardsfor documentation, ease of access and maintenance, and control over changes and updates.
Operationsreference documentation will be provided on both electronic and hard copy media.

54 MISSION MONITORING

Mission monitoring will be performed to determineif the spacecraft and the ground system are being
effectively used to meet the overall mission objectives. Asdiscussed in Section 3.6.1, the Project Sci-
entist and the WG devel op along-term science plan that describesthe science prioritiesand
objectivesfor each flight. Thisplanisthefoundation for the planning and scheduling process,
culminating inthe observations made by theinstruments. A large part of mission monitoring centers
on evaluating the responsiveness of the actual observationsto thelong-term instrument and science
plans. The Project Scientist determinesif the guidelinesand prioritieslaid out inthose plansare being
correctly applied and interpreted and if adjustments are needed to subsequent versions of the plans.
Another portion of mission monitoring involvesevaluating whether or not ground system operations
can be adjusted to maximize sciencereturn. For example, it may be determined through comparing
theinstrument schedulesto the actual observationsthat a24-hour planning and scheduling staff
would greatly increasethe operationsresponsivenessto TOOs.
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APPENDIX A - ACRONYM LIST

ACRIM Active Cavity Radiometer | rradiance M onitor
ADC Affiliated Data Center

ADEOS Advanced Earth Observing Mission

AIRS Atmospheric Infrared Sounder

ALT Altimeter

AMSU Advanced Microwave Sounding Unit

APID Applications Process | dentification

ASF AlaskaSAR Fecility

ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer
ATC Absolute Time Command

bps bits per second

C&DH Command and DataHandling

CCB Configuration Control Board

CCSDS Consultative Committeefor Space Data Systems
CERES Cloudsand Earth's Radiant Energy System
CHEM Chemistry

CIESIN Consortium for International Earth Sciences|nformation Network
CLTU Command Link Telemetry Unit

CLCW Command Link Control Word

CODA Customer Operations Data Accounting

Co-l Co-Investigator

COP Command Operations Procedure

CSA Canadian Space Agency

CTV Compatibility Test Van

DAAC Distributed Active Archive Center

DADS DataArchiveand Distribution System

DAR Data Acquisition Request

DAS Direct Access System

DB Direct Broadcast

DDL Direct Downlink

DORIS Doppler Orbitography and Radiopositioning I ntegrated by Satellite
DP Direct Playback

DPWG DataProcessing Working Group

DPR DataProcessing Request

DSM Data Systems Manager

EBnet EOS Communications

ECS EOSDIS Core System

EDC EROS Data Center
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EDOS EOS Dataand Operations System
EEDSOG End to End Data Systems Operations Group
EM Equipment Module

EMOWG EOS Mission Operations Working Group
ENG Engineering

ENVISAT  Environmental Satellites

EOC EOS Operations Center

EO-ICWG  Earth Observing International Coordination Working Group
EOS Earth Observing System

EOSDIS Earth Observing System Dataand | nformation System
EOSP Earth Observing Scanning Polarimeter
EROS Earth Resources Observation System

ESA European Space Agency

ESDIS Earth Science Dataand Information System
ESN EOSDI S Science Network

ETS EOSTest System

FDD Flight DynamicsDivision

FDF Flight DynamicsFacility

FOD Flight Operations Director

FOR Flight Operations Review

FOS Flight Operations Segment

FOT Hight Operations Team

GCRP Globa Change Research Program

GGl GPS Geoscience I nstrument

GISS Goddard Institute for Space Studies

GLAS Geoscience Laser Altimeter System

GN Ground Network

GSFC Goddard Space Flight Center

GSIWG Ground System I ntegration Working Group
H/K Housekeeping

H&S Health and Safety

HGA High Gain Antenna

HIRDLS High-Resol ution DynamicsLimb Sounder
HIRIS High-Resol ution Imaging Spectrometer
1&T Integration and Test

ICC Instrument Control Center

ICD Interface Control Document

[ET Instrument Engineering Team

IFWG Interface Working Group

I I nterdisciplinary Investigator

IMS Information Management System

EOS MISSION OPERATIONS CONCEPT Page 61



P
IPDC
PGS
IST
V&V
IWG

JPL
J-EOS

kbps
km
KSA

LALT
LAN
LaRC
LCP
LRR
LSM

M

MA
Mbps
MCST
METOP
MHS
MIMR
MISR
MITI
MLS
MO&DSD
MODIS
MOM
MOMP
MOPITT
MRM
MSFC
MTPE

NASA
Nascom
NASDA
NCAR
NCC
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International Partner

International Partner Data Center
International Partner Ground System
Instrument Support Terminal
Independent Verification and Vaidation
Investigator Working Group

Jet Propulsion Laboratory
Japanese Earth Observing System

kilobits per second
kilometer
Ku-Band Single Access

Laser Altimetry

Loca AreaNetwork

Langley Research Center

L eft handed Circular Polarization
Launch Readiness Review

Local System Management

Meter

Multiple Access

M egabits per Second

MODI S Characterization Support Termina

M eteorol ogical Operational Satellite

Microwave Humidity Sounder

Multi-Frequency Imaging Microwave Radiometer
Multi-Angle Imaging Spectro-Radiometer
Ministry of International Trade and Industry
Microwave Limb Sounder

Mission Operationsand Data Systems Directorate
M oderate-Resol ution Imaging Spectrometer
Mission Operations Manager

Mission Operations Management Plan

M easurements of Pollution inthe Troposphere
Mission Readiness Manager

Marshall Space Flight Center

Missionto Planet Earth

National Aeronauticsand Space Administration
NASA Communications Network

National Space Development Agency (Japan)
National Center for Atmospheric Research
Network Control Center
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NESDIS
NMI
NOAA
NREN
NSI
NSIDC

O/A
O&M
OoDC
OM
OMD
ORR
oJr
OWG

P/B
PDB
PDF
PGS
Pl

PM
PN
POCC
POEM
PSCN
PSK
PSS

RADARSAT
RF

RMA

RT

RTS

SA
SAFIRE
SAGEIII
SC
SCC
SCF
SDB
SMA
SMC
SN

Nationa Environmental Satellite, Dataand Information Service
NASA Management Instruction

National Oceanic and Atmospheric Administration

National Research and Educational Network

NASA Sciencelnternet

National Snow and Ice Data Center

Orbit Attitude

Operations and Maintenance
Other Data Center

Operations Manager
Operations Management Data
Operations Readiness Review
On-the-Job Training
Operations Working Group

Playback

Project Database

Programmable Data Formatter
Product Generation System

Principal Investigator

Project Manager

Pseudo Noise

Payload Operations Control Center
Polar Orbit Earth Observation Mission
Program Support Communications Network
Phase Shift Key

Portabl e Spacecraft Simulator

Radar Satdllite

Radio Frequency

Reliability, Maintainability and Availability
Red-time

Relative-Time Sequence

Single Access

Spectroscopy of the Atmosphere using Far Infrared Emission
Stratospheric Aerosol and Gas Experiment 111

Spacecraft

Spacecraft Controls Computer

Science Computing Facility

Spacecraft DataBase

S-Band Multiple Access

System Management Center

Space Network
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SOLSTICE
SOM
SQPN

SSA
SSALT
SSM

STA
STDN

TBD
TDRS
TDRSS
TES
TL

™
TMR
TONS
TOO
TOPEX
TRMM
™

UARS
u.s
USGS

VAFB
VCID
VO

WAN
WBDCS
WSC
WOTS

Solar Stellar Irradiance Comparison Experiment
Systems Operations Manager

Staggered Quadri-Phase PN

S-Band Single Access

Solid State Altimeter

Science Software Manager

Scienceand Technology Agency

Spaceflight Tracking and DataNetwork

To BeDetermined

Tracking and Data Relay Satellite
Tracking and DataRelay Satellite System
Tropospheric Emission Spectrometer
Team Leader

Team Member

TOPEX Microwave Radiometer
TDRSS On-board Navigation System
Target-Of-Opportunity

Ocean Topography Experiment
Tropical Rainfal Measuring Mission
Target Week

Upper Atmosphere Research Satellite
United States
United States Geol ogical Survey

Vandenberg Air Force Base
Virtual Channd Identifier
VersonO

WideAreaNetwork

Wide-Band Data Collection System
White Sands Complex
WallopsOrbital Tracking Station
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APPENDI X B - GLOSSARY

Ancillary Data

Browse Data Products

Cdlibration Data

Detailed Activity Schedule

Data Acquisition Request
(DAR)

Dataother than theinstrument datarequired to operatethe
instrument or perform data processing. They typically include orbit
data, attitude data, timedata, other spacecraft engineering data,
calibration data, and data quality information

Subsetsof alarger data set, other than the directory and guide, gen-
erated for the purpose of alowing rapid interrogation (i.e., brows-
ing) of thelarger data set by apotential user. For example, the
browse product of animage data set with multiple spectral bands
and moderate spatial resolution might be animageintwo spectral
channels, at adegraded spatial resolution. Theform of the browse
dataisgeneraly uniquefor each type of dataset and dependsonthe
nature of the dataand on the criteriaused for data selection within
therelevant scientific disciplines..

Any datarequired to calibrate an instrument, including subsets of
instrument science data, instrument engineering data, spacecraft
engineering data, pre-flight instrument calibration measurements,
and in-flight ground truth measurements.

The schedulefor aspacecraft covering a 7-day period and gener-
ated/updated daily based on theinstrument activity requestsfor
each of theinstruments. The spacecraft subsystem activity requests
needed for routine spacecraft operationsand/or for supporting
instrument activitiesare alsoincorporated.

A request for future dataacquisition by aninstrument(s) that auser
constructs and submitsthrough the DAACs.
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DataProduct Leve

DataProduct Leve
(Continued)

Data Set
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A classification of dataproducts by the sort of processing usedin
their generation and, to alesser extent, the sort of usesto which
these products might be put. The levelsdescribed below are
consistent with those defined by the EOS Advisory Panel inits
report and with CODMA C definitions.

Raw Data--Dataintheir origina packetsasreceived fromthe
spacecraft, unprocessed by EOSDIS.

Level 0--Reconstructed, unprocessed instrument data at full space-
timeresolution, with al available supplemental information to be
used in subsequent processing (e.g., ephemeris, health and safety)
appended.

Level 1A - Unpacked, reformatted Level O dataat full space-time
resolution, with al supplemental information to be used in subse-
guent processing appended.

Level 1B--Radiometrically corrected and calibrated datainphysica
unitsat full instrument resol ution asacquired.

Level 1C--Level 1B datathat have been spatially resampl ed.

Level 2--Retrieved environmental variables(e.g., ocean wave
height, soil moisture, or ice concentration) at the samelocation and
smilar resolution asthe Level 1 source data.

Level 3-- Dataor retrieved environmenta variablesthat have been
gpatially and/or temporally resampled (i.e., derived from Level 1 or
Level 2 dataproducts). Such resampling may include averaging and
compositioning.

Level 4--Model output and/or variablesderived from lower level
datathat are not directly measured by theinstruments. For example,
new variablesbased upon atimeseriesof Level 2 or Level 3 data.

A logically meaningful grouping or collection of smilar or related
data.
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Engineering Data

Housekeeping Telemetry

Long-term Instrument Plan

Long-term Science Plan

Metadata

Playback Data
(Tape Recorded Data)

Rate-Buffered Data

Real-timeData

Specia Data Products

4/15/98

Datathat describethe physical condition and operation of the
instruments (e.g., configuration, memory data, or temperatures).

Information from the spacecraft or instrument that isdirectly related
toitshealth and saf ety .

The plan generated by theinstrument representativefor the space-
craft IWG, with instrument specificinformation to complement the
long-term scienceplan. It isgenerated or updated approximately
every 6 monthsand coversaperiod of upto 5 years.

The plan generated by the spacecraft IWG containing guidelines,
policy, and prioritiesfor the spacecraft. It isgenerated or updated
approximately every 6 monthsand coversaperiod of approximately
Syears.

Descriptiveinformation pertaining to data sets. Thisincludesdata
set descriptionsindirectories, guides, and inventories plusany addi-
tional information that definesthe rel ationships among them.

Datathat are stored on the spacecraft tape recordersfor delayed
transmission to the ground.

Raw, real-timeor playback unprocessed packet data; doneona
TDRSsessionor ground station basisand delivered by EDOS on
an expedited basis.

Datathat are acquired by theinstrument and spacecraft data system
and transmitted directly to the ground.

Dataproductsthat are generated aspart of aresearch investigation
using EOS dataand that are produced for alimited region or time
period, or productsthat are not accepted as standard by the EOS
IWG and NASA Headquartersarereferred to as special data prod-
ucts. Specia dataproductswill normally be generated at
investigator SCFs. Specia products may bereclassified later as
standard products upon review and approval by the EOSIWG and
NASA Headquarters; inwhich casethe algorithmsand processing
will migrateto the PGS and be placed under the appropriate
configuration controls.
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Standard Data Products

Target of Opportunity
(TOO)

Telemetry
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Dataproductsthat are generated as part of aresearch investigation
using EOSdata, are of wideresearch utility, areroutinely
generated, and ingeneral are produced for spatially and/or
temporarily extensive subsets of the dataareto be considered
standard data products. All EOSinstruments must have standard
Level 1 dataproducts, and most will have standard Level 2 data
products. Some EOS Interdisciplinary Investigationswill also
generate standard data products. Specificationsfor the set of
standard data productsto be generated by the EOSIWG and NASA
Headquartersto ensure completenessand consistency inproviding
acomprehensive science data output for the EOS mission.

A TOO isan event or phenomenon that occurswithout warning. It
therefore cannot befully planned and scheduled in advance, thus
requiring timely system response or high-priority processing. An
event that requiresachangeonly to along-term planisnot consid-
ered aTOO becauseit can be handled without perturbing the sched-
uling system.

A space-to-ground data stream of measured values (including
instrument science data, instrument engineering data, and
spacecraft engineering data) that does not include command,
tracking, computer memory transfer, audio, or video signals.
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